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Abstract. We collect here results on the existence and stability of weak so-

lutions of complex Monge-Ampère equation proved by applying pluripotential

theory methods and obtained in past three decades. First we set the stage

introducing basic concepts and theorems of pluripotential theory. Then the

Dirichlet problem for the complex Monge-Ampère equation is studied. The

main goal is to give possibly detailed description of the nonnegative Borel

measures which on the right hand side of the equation give rise to plurisubhar-

monic solutions satisfying additional requirements such as continuity, bound-

edness or some weaker ones. In the last part the methods of pluripotential

theory are implemented to prove the existence and stability of weak solutions

of the complex Monge-Ampère equation on compact Kähler manifolds. This

is a generalization of the Calabi-Yau theorem.
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Introduction

In this paper we survey the existence theorems for the complex Monge-Ampère
equation which are proved by pluripotential theory methods. In mid-seventies Bed-
ford and Taylor [BT1] found plurisubharmonic solutions of the Dirichlet problem
for the complex Monge-Ampère equation with continuous data in a strictly pseu-
doconvex domain. In their subsequent fundamental paper [BT2] they developed
pluripotential theory in which the Monge-Ampère operator plays a crucial role in
establishing many important properties of plurisubharmonic functions. Since the
Monge-Ampère equation is fully nonlinear many problems in pluripotential theory
are more difficult than their counterparts in classical potential theory where we
have nice Poisson’s equation to play with. Those difficulties can be often overcome
if we apply methods exploiting the basic fact that for a plurisubharmonic function
u the form ddcu (understood in the sense of distributions) is nonnegative. In recent
years the Dirichlet problem for the complex Monge-Ampère equation

(ddcu)n = dµ, u = ϕ on the boundary,

has been solved for a wide variety of measures. We can now give fairly sharp
conditions under which a measure yields a continuous solution as well as characterize
those measures which lead to solutions in some larger classes of plurisubharmonic
functions.

The complex Monge-Ampère equation is also investigated in connection with
the geometry of Kähler manifolds. Here the solution of the equation yields a Kähler
metric with prescribed Ricci curvature. In seventies Yau [Y] solved the Monge-
Ampère equation on compact Kähler manifolds, for smooth, non degenerate data,
confirming a famous conjecture of Calabi. In the proof he employs the methods
of elliptic PDE: the continuity method coupled with a priori estimates for the
derivatives of the solution. In a similar fashion the equation can be studied in
strictly pseudoconvex domains as it was first done by Caffarelli, Kohn, Nirenberg
and Spruck [CKNS]. Then apart from existence we obtain regularity of solutions
under suitable assumptions. More about this approach can be found in [A2] or
[TI]. Using the methods described in the present paper one can generalize Yau’s
theorem by admitting non smooth, degenerate data.

We shall present those results with the necessary background. The paper is
organized as follows. We first review, following Lelong [L], the basic properties of
positive currents. Then the currents associated to plurisubharmonic functions are
introduced. The results, for the most part coming from the paper by Bedford and
Taylor [BT2], include: Chern-Levine-Nirenberg inequalities, convergence theorems,
the comparison principle, Josefson’s theorem and the theorem on negligible sets.
Some relations between the relative and global extremal functions are studied in
the next chapter. In particular the Alexander-Taylor inequalities are important for
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vi INTRODUCTION

the sequel. The remaining part deals exclusively with solving the Monge-Ampère
equation. We start with the result of Bedford and Taylor [BT1] who solved the
Dirichlet problem with continuous data, and then present its generalizations due to
the author (Chapter 4) and Cegrell (Chapter 5). In the last chapter we generalize
Yau’s theorem showing, in particular, the existence of the solutions for the right
hand side belonging to Lp, p > 1. The unified approach allows us to simplify many
original proofs. Main references are given at the end of each section.

We refer to books by Hörmander [H2] and by Klimek [KL] for background
material on plurisubharmonic functions. There is a good deal of high quality liter-
ature on pluripotential theory, besides Klimek’s book there is Cegrell’s monograph
[C1] and excellent surveys by Bedford [B] and Kiselman [KI3]. There are also
unpublished lecture notes by Demailly [D1] and B locki [BL].

I lectured on the subject at the Jagiellonian University in the period 1999-2001,
and also at the summer school in pluripotential theory at TUBITAK, Istanbul,
1999 (first part) and at NCTS, Hsinchu, Taiwan in October 1999 (Chapters 4,6). I
would like to thank all the institutions for giving the opportunity for lecturing and
many interesting discussions. In particular I thank A. Aytuna, Z. B locki, P. Guan,
C. S. Lin, A. Rashkovski, V. Zahariuta, A. Zeriahi, and students of Jagiellonian
University who attended the courses, for their critical comments.



CHAPTER 1

Positive Currents and

Plurisubharmonic Functions

Positive forms

We begin with the study of the basic properties of positive forms. Let us denote
by C∞

(p,p)(Ω) the set of all smooth differential forms of bidegree (p, p) defined in an

open set Ω ⊂ C
n. Using conventional notation, any form ω from C∞

(p,p)(Ω) is given

by

ω = ip
∑

|J|=p,|K|=p

′
ωJKdzJ ∧ dz̄K ,

where ωJK are C∞ functions in Ω, dzJ = dzj1 ∧dzj2 ∧ ...∧dzjp , dz̄J = dz̄j1 ∧dz̄j2 ∧

... ∧ dz̄jp , and
∑′

indicates that we sum up over multi indices J = (j1, ..., jp),K =
(k1, ..., kp) such that j1 < j2 < ... < jp; k1 < k2 < ... < kp. We call ω Hermitian if
ω = ω.

When ω ∈ C∞
(p,p)(Ω) has a representation

ω = ipω1 ∧ ω̄1 ∧ ω2 ∧ ω̄2 ∧ ... ∧ ωp ∧ ω̄p

where ωj ∈ C∞
(1,0)(Ω), it is said to be a simple positive form.

Proposition 1.1. The space of (p, p) forms with constant coefficients is spanned
by simple positive forms.

Proof. It is enough to represent dzj ∧ dz̄k as a linear combination of simple
positive forms, and in fact

dzj ∧ dz̄k =
1

4

4
∑

s=1

is(dzj + isdzk) ∧ (dzj + isdzk).

Proposition 1.2. The pull-back f∗ω of a simple positive form ω via a holo-
morphic mapping f is again simple positive.

Proof. Let f : Ω → Ω′ be a holomorphic mapping and let α =
∑

ajdzj be
(1, 0) form on Ω′. Then

f∗α =
∑

ajdfj =
∑

k

(
∑

j

aj
∂fj
∂wk

)dwk

and

f∗ᾱ =
∑

ājdf̄j =
∑

k

(
∑

j

āj(
∂fj
∂wk

))dw̄k.

1



2 1. POSITIVE CURRENTS AND PLURISUBHARMONIC FUNCTIONS

Hence

f∗(α ∧ ᾱ) = f∗α ∧ (f∗α),

from which the proposition easily follows.

We shall often use the canonical (1, 1) form on C
n:

β =
i

2
∂∂̄|z|2 =

i

2

n
∑

1

dzj ∧ dz̄j .

Then Vn = 1
n!β

n is the volume form in C
n.

Definition. A (p, p) form ω is said to be positive if

ω ∧ α = fβn with f ≥ 0,

for any simple positive form α of bidegree (n− p, n− p).

Remark. It is enough to verify the above defining condition for simple positive
forms with constant coefficients.

Proposition 1.3. 1) A pull-back of a positive form via a biholomorphic map-
ping is positive.

2) A (p, p) form is positive if and only if its restriction to any complex analytic
submanifold of dimension p (equivalently: any analytic subspace of dimension p) is
equal to the volume form of the submanifold multiplied by a nonnegative function.

Proof. 1) Let f : Ω → Ω′ be a biholomorphic mapping and let ω be a positive
form in Ω′. For a simple positive form α ∈ C∞

(p,p)(Ω) its pull-back (f−1)∗α is also

a simple positive form. Thus for some nonnegative function g

f∗ω ∧ α = f∗(ω ∧ (f−1)∗α) = f∗(gβn) = g|det f ′|2βn.

This proves our first claim.
2) Having 1) we may reduce the verification of the defining conditions to the

case of simple positive form

α0 = in−pdzp+1 ∧ dz̄p+1 ∧ ... ∧ dzn ∧ dz̄n

and the subspace A0 = {z : zp+1 = ... = zn = 0}. But if the restriction to A0 of a
(p, p) form ω is equal to

ipgdz1 ∧ dz̄1 ∧ ... ∧ dzp ∧ dz̄p = 2pgVp

then

ω ∧ α0 = 2ngVn.

Proposition 1.4. 1) A (1, 1) form α = i
2

∑

αjkdzj ∧ dz̄k is positive iff (αjk)
is a positive (semidefinite) Hermitian matrix.

2) If, moreover, ω is a positive (p, p) form then so is α ∧ ω.
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Proof. 1) Let us first observe that if α is positive then it is Hermitian. Indeed,
for any (n− 1, n− 1) simple positive form γ we have

α ∧ γ = α ∧ γ = α ∧ γ

By Proposition 1.1 the same is true for any (n− 1, n− 1) form. Therefore α = ᾱ.
If we consider a parameterization of a complex line

L : λ → (λw1, λw2, ..., λwn)

then

L∗α =
i

2

∑

αjkwjw̄kdλ ∧ dλ̄.

Using the preceding proposition we get the desired equivalence as w varies.
2) One can apply a unitary change of coordinates to diagonalize the matrix

(αjk) at a given point z0 so that

α(z0) = i
∑

αjjdzj ∧ dz̄j , αjj ≥ 0.

Then for any simple positive form γ

α ∧ ω ∧ γ =
∑

αjjω ∧ (idzj ∧ dz̄j ∧ γ)

and since the forms in brackets are simple positive the right hand side is nonnegative
as a sum of nonnegative terms.

Currents

Since plurisubharmonic functions are not smooth in general we need to study
also forms with distribution coefficients which are called currents. Most interesting
for us will be positive currents. Let D(p,q)(Ω) denote the space of test forms in Ω
of bidegree (p, q) equipped with Schwartz’ topology.

Definition. Any continuous linear functional on the space D(p,q)(Ω) is called
a current of bidegree (n− p, n− q) (equivalently: of bidimension (p, q)) in Ω. The
collection of such currents will be denoted by D′

(p,q)(Ω).

When for T ∈ D′
(p,p)(Ω) we have

(T, ω) ≥ 0

for any simple positive test form ω we say that T is a positive current.

For an increasingly ordered multi index J we denote by J ′ the unique increasing
multi index such that J ∪J ′ = {1, 2, ..., n} and |J |+ |J ′| = n. Let us denote by αJK

the form complementary to dzJ ∧ dz̄K , that is

αJK = λdzJ ′ ∧ dz̄K′ ,

where λ is chosen so that dzJ ∧ dz̄K ∧ αJK = Vn.
Let us observe that one can identify a current T ∈ D′

(p,q)(Ω) with a differential

form which has distribution coefficients

T =
∑

|J|=n−p,|K|=n−q

′
TJKdzJ ∧ dz̄K .
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The coefficients TJK are defined by

(TJK , φ) = (T, φαJK).

As it was in the case of differential forms the positivity of the current is not affected
by a biholomorphic change of coordinates. Let f : Ω → Ω′ be a biholomorphic
mapping and let T ′ be a positive current in Ω′. Then the pull-back T = f∗T ′ of T ′

via f defined by
(T, ω) = (T ′, (f−1)∗ω)

is again positive. Given T ∈ D′
(p,p)(Ω) we set

(f∗T, ω
′) = (T, f∗ω′)

and call f∗T the direct image of T . Then for positive T its direct image f∗T is
positive as well. The above statements follow directly from the fact that related
pull-backs of simple positive forms are simple positive.

One may also define a wedge product of a current T and a smooth form ω
setting

(T ∧ ω, φ) := (T, ω ∧ φ)

for any test form φ. If T is positive and ω is a positive (1, 1) form then T ∧ ω is
again positive. In particular, for a positive (p, p) current T and a (n − p, n − p)
simple positive form ω the current T ∧ ω is a nonnegative Radon measure.

We differentiate currents according to the formula

(DT, φ) = −(T,Dφ)

for a first order differential operator D. We shall often use the operator dc :=
i(∂ − ∂).

Proposition 1.5. The action of a positive current can be continuously ex-
tended to the space of compactly supported forms with continuous coefficients.

Proof. We are to show that if

T =
∑

|J|=p,|K|=p

′
TJKdzJ ∧ dz̄K

then all TJK are Radon measures. Let us represent αJK introduced above in a basis
(ωj) consisting of simple positive forms with constant coefficients (see Proposition
1.1)

αJK =
∑

s

csJKωs.

Then for any test function g we have

(TJK , g) = (T, gαJK) =
∑

csJK(T, gωs) =
∑

csJK(T ∧ ωs, g).

Thus TJK is a linear combination of nonnegative Radon measures.

For a current T with measure coefficients one can define a norm

||T ||E =
∑

|J|=p,|K|=q

′
|TJK |E ,

where |TJK |E is the total variation of TJK on a compact set E.
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For two (p, p) currents S, T the inequality

S ≤ T

means that T − S is a positive current.

Proposition 1.6. There exists a constant C depending only on the dimension
of the space such that

||T ||E ≤ C

∫

E

T ∧ βn−p

for positive T ∈ D′
(n−p,n−p)(Ω).

Proof. In the preceding proof we got the representation

TJK =
∑

csJKT ∧ ωs,

where ωs are simple positive forms with constant coefficients and csJK depend only
on n. Since ω′

ss are wedge products of (1, 1) forms we have reduced the proof to
an obvious estimate: given (1, 1) form ω with constant coefficients one can find C1

such that

ω ≤ C1β.

It is often convenient to work with smooth forms and then prove statements
about currents by using an approximation of a given current by smooth forms. To
do this one can apply the standard regularization by means of the convolution with
a smoothing kernel to each coefficient TJK of the current T .

Given a nonnegative, rotation invariant function ρ ∈ C∞
0 (B) (B stands for the

unit ball in C
n), where

∫

ρdV = 1, define a regularizing sequence (Tj)I,J = TI,J ∗ρj .
with ρj(z) := j2nρ(jz). Then Tj → T in the sense of currents which, by definition,
means that for any test form ω the sequence (Tj , ω) converges to (T, ω).

Unless otherwise stated the term convergence applied to a sequence of currents
shall have the above meaning.

Currents associated to plurisubharmonic functions

By PSH(Ω) we denote the set of plurisubharmonic (psh in short) functions in
Ω. If u ∈ PSH(Ω) then ddcu is a closed positive (1,1) current. Conversely, if T is a
positive closed current of bidegree (1,1) defined in a neighbourhood of a closed ball
then there exists a psh function inside the ball such that ddcu = T (see e.g. [LG].

We can define wedge products of currents ddcu provided that the associated
psh functions are locally bounded. Indeed, the following statement is true

Proposition 1.7. For u ∈ PSH ∩L∞
loc(Ω) and a closed positive current T on

Ω the current uT is well defined and so is

ddcu ∧ T := ddc(uT ).

Moreover, the latter current is also closed and positive.
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Proof. The statement is local, so one can use the standard regularization of
u by a decreasing sequence of smooth functions uj which are uniformly bounded.
Since we know that distribution coefficients of T are complex measures it follows
from Lebesgue’s dominated convergence theorem that ujT converges weakly to
uT. Hence ddc(ujT ) → ddc(uT ). Functions uj being smooth we have ddc(ujT ) =
ddcuj∧T and thus ddcu∧T is equal to the limit of positive closed currents ddcuj∧T
which proves the proposition.

This way, using induction, one may define closed positive currents

ddcu1 ∧ ddcu2 ∧ ... ∧ ddcuN ,

for uj ∈ PSH ∩ L∞
loc(Ω). It is also possible to define

du ∧ dcu ∧ T

if u is locally bounded psh function and T a closed positive current. For this we
can assume that u ≥ 0 (therefore u2 is psh) and use the identity

du ∧ dcu ∧ T = (1/2)ddcu2 ∧ T − uddcu ∧ T

in which the right hand side is well defined by the above proposition. If moreover
T is of bidegree (n− 1, n− 1) and v is another locally bounded psh function then

du ∧ dcv ∧ T = dv ∧ dcu ∧ T

are well defined and by definition equal to

(1/2)[d(u + v) ∧ dc(u + v) ∧ T − du ∧ dcu ∧ T − dv ∧ dcv ∧ T ]

This follows from Proposition 1.8 below.
The Monge-Ampère operator M acts on a C2 smooth psh function u according

to the following formula

M(u) := 4nn!det(
∂2u

∂zj∂z̄k
) dVn = (ddcu)n,

where the power on the right is taken with respect to the wedge product.

A toolkit for the work with currents

Here we gather facts which will be frequently used in the sequel.

Stokes’ theorem. Let Ω ⊂ C
n be a domain with C1 boundary and let T be

a current of degree 2n − 1 defined in a neighbourhood of Ω̄ and such that T is C1

smooth in a neighbourhood of ∂Ω. Then

∫

∂Ω

T =

∫

Ω

dT.



1. POSITIVE CURRENTS AND PLURISUBHARMONIC FUNCTIONS 7

Proof. Let us apply the standard regularization Tj of T . Fix a test function
χ in Ω which is equal to 1 in a neighbourhood of the set where T is not smooth.
Set

Sj = T (1 − χ) + χTj .

Thus Sj = T in a neighbourhood of ∂Ω and one can apply classical Stokes’ theorem
to Sj getting

∫

∂Ω

T =

∫

∂Ω

Sj =

∫

Ω

dSj →

∫

Ω

dT.

Proposition 1.8. If T is a closed positive current in Ω of bidegree (n−1, n−1)
and u, v are locally bounded psh functions then

du ∧ dcv ∧ T = dv ∧ dcu ∧ T

Proof. For smooth functions u and v the identity follows from the fact that
the parts of bidegree (1, 1) of du ∧ dcv and dv ∧ dcu are both equal to i∂u ∧ ∂̄v +
i∂v ∧ ∂̄u. The general case follows if we apply the standard regularization.

Schwarz’ inequality. If T is a positive current in Ω of bidegree (n−1, n−1)
and u, v are linear combinations of locally bounded psh functions then

∫

Ω

du ∧ dcv ∧ T ≤ (

∫

Ω

du ∧ dcu ∧ T )1/2(

∫

Ω

dv ∧ dcv ∧ T )1/2

Proof. It is enough to observe that the form

(u, u) =

∫

Ω

du ∧ dcu ∧ T

is positive definite since du ∧ dcu = 2i∂u ∧ ∂̄u is simple positive.

We shall often use in the proofs the following way of reducing the proof to that
of a simpler case.

Localization principle. If we are to prove the weak convergence or local
estimate for a family of locally uniformly bounded plurisubharmonic functions it is
no loss of generality if we assume that the functions are defined in a ball and are
all equal on some neighbourhood of the boundary.

Proof. Given a compact set K we cover it by balls B(aj , r). Fix one of
them and consider the restrictions us of functions from our family to the ball
B = B(aj , tr), t > 1, which is contained in the domain we start with. Since us are
uniformly bounded we can assume us < 0 and find an exhaustion plurisubharmonic
function h for B which is smaller than any us on B(aj , r). (Note that if h is an
exhaustion function so is Mh for a positive constant M). To verify the desired
estimates we now can work with hs = max(us, h) which are equal to us on B(aj , r)
and equal to h on some neighbourhood of the boundary of B.
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Chern-Levine-Nirenberg (CLN) inequalities. If K ⊂⊂ U ⊂⊂ Ω then
for a constant C = C(K,U,Ω) the following inequality holds

||ddcu0 ∧ ddcu1 ∧ ... ∧ ddcuk ∧ T ||K ≤ C||u0||U ||u1||U ...||uk||U ||T ||U ,

for any closed positive T and any set of uj ∈ PSH ∩ L∞(Ω). Moreover

||ddcu1 ∧ ddcu2 ∧ ... ∧ ddcuk||K ≤ C(K,Ω)||u1||L1(Ω)||u2||Ω...||uk||Ω,

and

||u0 ∧ ddcu1 ∧ ... ∧ ddcuk||K ≤ C(K,Ω)||u0||L1(Ω)||u1||Ω...||uk||Ω.

Proof. Take a nonnegative test function φ in U which is equal to 1 on K
and does not exceed 1 elsewhere. Applying Proposition 1.8 and (twice) the Stokes’
theorem we get for a (n− j − 1, n− j − 1) current T :

||ddcu0 ∧ T ||K ≤ C1

∫

U

φddcu0 ∧ T ∧ βj = C1

∫

U

u0dd
cφ ∧ T ∧ βj

≤ C||u0||U ||T ||U ,

where C depends on C1 and the second order derivatives of φ. Iteration of this
argument gives the first part of the statement. To obtain the second inequality we
apply the localization principle and assume that −1 ≤ uj ≤ 0, j = 1, 2, ..., k. Let
us fix compact sets K = K0 ⊂ K1 ⊂ ... ⊂ Kk ⊂ Ω and smooth psh functions in
Ω : h, h1, ..., hk such that h − hj ≥ 1 on Kj−1 and h = hj on Ω \Kj . Then using
Stokes’ theorem and Proposition 1.8 one gets

∫

K

ddcu1 ∧ ddcu2 ∧ ... ∧ ddcuk ∧ βn−k

≤

∫

K1

(h− h1)ddcu1 ∧ ddcu2 ∧ ... ∧ ddcuk ∧ βn−k

=

∫

K1

(−u1)ddc(h1 − h) ∧ ddcu2 ∧ ddcu3 ∧ ... ∧ ddcuk ∧ βn−k

≤

∫

K1

(−u1)ddch1 ∧ ddcu2 ∧ ddcu3 ∧ ... ∧ ddcuk ∧ βn−k

≤

∫

K2

(h− h2)ddch1 ∧ ddcu2 ∧ ... ∧ ddcuk ∧ βn−k

repeating the argument

≤

∫

(−uk)ddch1 ∧ ddch2 ∧ ... ∧ ddchk ∧ βn−k ≤ C

∫

Ω

(−uk)βn.

In view of Proposition 1.6 this estimate gives the second assertion (if we inter-
change u1 and uk). To get the third one use the localization principle and then the
integration by parts and iteration as above give:

∫

K

u0dd
cu1 ∧ ddcu2 ∧ ... ∧ ddcuk ∧ βn−k ≤

∫

Ω

u0(ddch)k ∧ βn−k.
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The relative capacity and the convergence of currents

In pluripotential theory, as it is the case in classical potential theory, capacities
play an important role. In particular they help to decide when the convergence of
psh functions is ”good” enough.

Definition.

cap(E,Ω) = sup{

∫

E

(ddcu)n : u ∈ PSH(Ω),−1 ≤ u < 0}

is called relative capacity of the Borel set E (with respect to Ω).

We shall also consider set functions associated to closed positive (n− k, n− k)
currents T :

capT (E,Ω) = sup{

∫

E

(ddcu)k ∧ T : u ∈ PSH(Ω),−1 ≤ u < 0}.

By CLN inequalities those quantities are finite. Moreover, cap(E,Ω) ≥ C
∫

E
Vn

with the constant C depending on the dimension of the space and diameter of Ω.
Other easy properties are listed in the following proposition.

Proposition 1.9. For Borel subsets Ej of bounded domain Ω we have

1) cap(E1,Ω) ≤ cap(E2,Ω) if E1 ⊂ E2,

2) cap(E,Ω) ≥ lim
j→∞

cap(Ej ,Ω) if the sequence is increasing to E,

3) cap(E,Ω) ≤
∑

cap(Ej ,Ω) for E = ∪Ej .

In the next proposition we estimate the relative capacity of a sublevel set of a
negative psh function.

Proposition 1.10. Let K ⊂⊂ U ⊂⊂ Ω. Then there exists a constant C de-
pending on those sets such that for any u ∈ PSH(Ω), u < 0

cap(K ∩ {u < −j},Ω) ≤
C

j
||u||L1(U).

The same inequality holds for capT with C depending also on T .

Proof. Fix v ∈ PSH(Ω) with −1 ≤ v < 0. Then by CLN inequalities
∫

K∩{u<−j}

(ddcv)n ≤ (1/j)

∫

K

|u|(ddcv)n ≤
C

j
||u||L1(U)

which in view of the definition of the relative capacity proves the statement. The
same argument works for capT .

Definition. A sequence uj of functions defined in Ω is said to converge with
respect to capacity to u if for any t > 0 and K ⊂⊂ Ω

lim
j→∞

cap(K ∩ {|u− uj | > t},Ω) = 0.

In the same way one defines convergence with respect to capT .

The Monge-Ampère operator is continuous with respect to sequences converg-
ing in this fashion.
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Theorem 1.11 (Convergence theorem). Let {uj
k}

∞
j=1 be a locally uni-

formly bounded sequence of psh functions in Ω for k = 1, 2, ..., n; and let uj
k →

uk ∈ PSH ∩ L∞
loc(Ω) with respect to capβ as j → ∞ for k = 1, 2, ..., n. Then

ddcuj
1 ∧ ... ∧ ddcuj

n → ddcu1 ∧ ... ∧ ddcun

in the weak topology of currents. If the sequences are convergent with respect to
capT∧β then

ddcuj
1 ∧ ... ∧ ddcuj

N ∧ T → ddcu1 ∧ ... ∧ ddcuN ∧ T

for positive T ∈ D′
(n−N,n−N)(Ω).

Proof. We shall prove the first statement, the argument for the other one is
analogous. Without loss of generality we assume that all psh functions involved
take values between −1 and 0. Using the identity

ddcv1 ∧ ... ∧ ddcvN − ddcu1 ∧ ... ∧ ddcuN

=
∑

j

ddcu1 ∧ ddcu2 ∧ ... ∧ ddcuj−1 ∧ ddc(vj − uj) ∧ ddcvj+1 ∧ ... ∧ ddcvN

we reduce the proof to showing that if uj → u with respect to capβ and closed

positive currents Tj have the representation ddcvj1∧...∧dd
cvjn−1, with vjs ∈ PSH(Ω),

−1 ≤ vjs < 0 then

ddc(uj − u) ∧ Tj → 0.

Let us fix a test function φ in Ω with supp φ = K ⊂⊂ Ω. For t > 0 set Ej(t) =
K ∩ {|uj − u| > t}. Note that for Tj represented as above we have

∫

E

Tj ∧ β ≤

∫

E

(ddc
∑

vjs(z))n−1 ∧ β ≤ (n− 1)n−1capβ(E,Ω)

This inequality coupled with Stokes’ theorem give the estimate

∫

K

φddc(uj − u) ∧ Tj ≤

∫

Ej(t)

(uj − u)ddcφ ∧ Tj + t||ddcφ ∧ Tj ||K

≤||ddcφ||(n− 1)n−1(capβ(Ej(t),Ω) + tcapβ(K,Ω)).

One can make the right hand side arbitrarily small by fixing t small enough and
then choosing j such that capβ(Ej(t),Ω) is very close to 0 as well.

The conclusion of the theorem holds if convergence with respect to capβ is
replaced by the convergence with respect to cap since by definition capβ ≤ nncap.
In particular, as the following proposition shows, for decreasing sequences of psh
functions we get the convergence of corresponding currents.

Proposition 1.12. A sequence uj ∈ PSH∩L∞(Ω) with uj ↓ u in Ω converges
to u ∈ PSH ∩ L∞(Ω) with respect to capacity. So, for decreasing sequences the
conclusion of Theorem 1.11 holds true.
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Proof. Our localization principle applies in this setting, so we can assume
that Ω is a ball and uj form a constant sequence in some fixed neighbourhood Ω\E
of ∂Ω. One can also assume that −1 < uj < 0 on E. We fix v ∈ PSH(Ω), 0 < v < 1
and estimate

I0(v) = I0 =

∫

E

(uj − u)(ddcv)n.

Note that the supremum over all v as above exceeds tcap({uj − u > t} ∩E,Ω). By
Stokes’ theorem and Schwarz’ inequality

Ik :=

∫

E

(uj − u)(ddcv)n−k ∧ (ddcu)k

= −

∫

E

d(uj − u) ∧ dcv ∧ (ddcv)n−k−1 ∧ (ddcu)k

≤(

∫

E

d(uj − u) ∧ dc(uj − u) ∧ (ddcv)n−k−1 ∧ (ddcu)k)1/2

×(

∫

E

dv ∧ dcv ∧ (ddcv)n−k−1 ∧ (ddcu)k)1/2

As for the last term let us observe that

ddc(v + 1)2 ≥ dv ∧ dcv

(see the definition of the latter current). Hence as in the preceding proof we can
estimate as follows

∫

E

dv ∧ dcv ∧ (ddcv)n−k−1 ∧ (ddcu)k ≤ C2 = nncap(E,Ω).

Furthermore
∫

E

d(uj − u) ∧ dc(uj − u) ∧ (ddcv)n−k−1 ∧ (ddcu)k

= −

∫

E

(uj − u) ∧ ddc(uj − u) ∧ (ddcv)n−k−1 ∧ (ddcu)k

≤

∫

E

(uj − u) ∧ (ddcv)n−k−1 ∧ (ddcu)k+1.

Thus we have proved

Ik ≤ CI
1/2
k+1.

and therefore

I0 ≤ C ′(

∫

E

(uj − u)(ddcu)n)1/2
n

:= ǫj .

The sequence ǫj tends to 0 as j tends to ∞. Since

cap({uj − u > t} ∩ E,Ω) ≤
ǫj
t

our assertion is thus proved.

Corollary. For uj ∈ PSH ∩ L∞
loc(Ω) the mapping

(u1, u2, ..., uk) → ddcu1 ∧ ddcu2 ∧ ... ∧ ddcuk

is symmetric.
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Proof. It is true for smooth functions, and any psh function is a limit of a
decreasing sequence of smooth psh functions. Thus the symmetry follows from the
convergence theorem.

Theorem 1.13. For a psh function u defined in Ω and a positive number ǫ
one can find an open set U ∈ Ω with cap(U,Ω) < ǫ and such that u restricted to
Ω \ U is continuous.

Proof. Fix a compact set K ⊂ Ω. By Proposition 1.10 one can find M > 0
such that the relative capacity of the set U1 = K ∩ {u < −M} is less than ǫ/2.
Let us consider the standard regularizing sequence uj decreasing to max(u,−M).
As we know the sequence converges with respect to capacity. Thus for any integer
k > 1 there exists j(k) such that

cap(Uk,Ω) < ǫ2−k,

where Uk := K ∩ {uj(k) > u + k−1}. The sequence uj(k) is uniformly convergent to
u on K \ ∪Uk so u is continuous there. To get the statement it is now enough to
take an exhaustive sequence of compact sets Kj ↑ Ω and apply the first part of the
proof to find Uj ⊂ Kj with cap(Uj ,Ω) < ǫ2−j and the property that u restricted
to Kj \ Uj be continuous. Then u is continuous on the complement of U which is
the union of Uj ’s. The subadditivity of cap and the estimates for the capacity of
Uj give

cap(U,Ω) < ǫ.

The proof is completed.

Corollary 1.14. Let U be a uniformly bounded family of psh functions in Ω.
Suppose Tj , T are wedge products of currents ddcu with u ∈ U , and assume Tj → T.
Then for any u ∈ PSH(Ω) :

uTj → uT.

Proof. For fixed ǫ > 0 we can find a continuous function v such that the
relative capacity of the set {u 6= v} is less than ǫ. Then for any compact set K we
have (see Proposition 1.10)

max(||(u− v)T ||K , ||(u− v)Tj ||K) ≤ const.(K)ǫ.

For Tj having measure coefficients we get vTj → vT. To finish the proof it is now
enough to combine those two facts with the triangle inequality.

Theorem 1.15 (Convergence theorem for increasing sequences). Let

{uj
k}

∞
j=1 be a locally uniformly bounded sequence of psh functions in Ω for k =

1, 2, ..., N ; and let uj
k ↑ uk ∈ PSH ∩ L∞

loc(Ω) almost everywhere as j → ∞ for
k = 1, 2, ..., N. Then

ddcuj
1 ∧ ... ∧ ddcuj

N → ddcu1 ∧ ... ∧ ddcuN .



1. POSITIVE CURRENTS AND PLURISUBHARMONIC FUNCTIONS 13

Proof. We shall use induction over N . Suppose that for N < n

Tj = ddcuj
1 ∧ ... ∧ ddcuj

N → ddcu1 ∧ ... ∧ ddcuN = T.

It is enough to show that for psh functions vj ↑ v we have

vjTj → vT,

since then by the Stokes theorem

ddcvj ∧ ddcuj
1 ∧ ... ∧ ddcuj

N → ddcv ∧ ddcu1 ∧ ... ∧ ddcuN .

Applying the localization principle we assume that Ω = B and all involved psh
functions are equal to h ∈ PSH(Ω) in a neighbourhood of ∂B. By Corollary 1.14
one obtains

lim vjTj ≤ lim vTj = vT.

In view of this inequality we are done as soon as we prove that

lim

∫

B

vjTj ∧ α ≥

∫

B

vT ∧ α,

for any simple positive (n − N,n − N) form α. The last inequality is obtained
by making use of Corollary 1.14 and Stokes’ theorem in the following way (with
T = ddcu1 ∧ S1)

lim

∫

B

vjTj ∧ α ≥ limj→∞

∫

B

vsTj ∧ α

=

∫

B

vsT ∧ α =

∫

B

vsdd
cu1 ∧ S1 ∧ α

=

∫

B

u1dd
cvs ∧ S1 ∧ α →

∫

B

u1dd
cv ∧ S1 ∧ α =

∫

B

vT ∧ α

where the convergence in the last line (with s → ∞) follows from the induction
hypothesis.

Comparison principle

The comparison principle is the most effective tool in pluripotential theory. It
fully exploits the positivity of ddcu for psh u.

Theorem 1.16 (Comparison principle). Let Ω be an open bounded subset
of Cn. For u, v ∈ PSH ∩ L∞(Ω) satisfying limζ→z(u − v)(ζ) ≥ 0 for any z ∈ ∂Ω
we have

∫

{u<v}

(ddcv)n ≤

∫

{u<v}

(ddcu)n.
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Proof. The proof is easy for u, v ∈ C∞(Ω) and E = {u < v} ⊂⊂ Ω having
smooth boundary. In this case setting vk = max(v, u+1/k) we obtain by the Stokes
theorem

(1.1)

∫

E

(ddcvk)n =

∫

∂E

dcvk ∧ (ddcvk)n−1 =

∫

∂E

dcu ∧ (ddcu)n−1 =

∫

E

(ddcu)n

since vk = u + 1/k on neighbourhood of ∂E.
Furthermore, Proposition 1.12 applied to vk ↓ v on (open) E gives for any

compact K ⊂ E and φ ∈ C∞
0 (E), 0 ≤ φ ≤ 1 with φ = 1 on K

∫

K

(ddcv)n ≤

∫

φ(ddcv)n = lim

∫

φ(ddcvk)n ≤ lim

∫

E

(ddcvk)n.

Hence
∫

E

(ddcv)n ≤ lim

∫

E

(ddcvk)n.

This combined with (1.1) implies the statement.
For the general case suppose ||u||, ||v|| < 1, fix ǫ > 0, δ > 0, and find an

open set U such that cap(U) < ǫ, u = u0, v = v0 on Ω \ U for some continuous
u0 and v0. Let vk ↓ v and uk ↓ u be the standard regularization such that for
E0(δ) := {u0 < v0−δ} and Ek(δ) := {uk < vk−δ} we have E0(2δ)\U ⊂⊂ ∩Ek(δ)\U
and ∪Ek(δ) \ U ⊂⊂ E0(0) (use uniform convergence). By Sard’s theorem we can
assume (changing δ if needed) that the boundary of Ek(δ) is smooth. Since for any
δ ≥ 0 we have

E(δ) \ U = E0(δ) \ U, E(δ) := {u < v − δ},

we may apply the first part of the proof in the following way
∫

E(2δ)\U

(ddcv)n =

∫

E0(2δ)\U

(ddcv)n

≤lim

∫

Ek(δ)∪U

(ddcvk)n ≤ lim

∫

Ek(δ)

(ddcvk)n + ǫ

≤lim

∫

Ek(δ)

(ddcuk)n + ǫ ≤

∫

E0(0)

(ddcu)n + 2ǫ ≤

∫

E(0)∪U

(ddcu)n + 2ǫ.

The statement follows if we let ǫ, δ to zero.

Corollary 1.17. Under the assumptions of Theorem 1.16 the inequality (ddcu)n ≤
(ddcv)n implies v ≤ u.

If (ddcu)n = (ddcv)n and limζ→z(u− v)(ζ) = 0 for z ∈ ∂Ω then u = v.

Proof. Suppose to the contrary that for ǫ > 0 the set E = {u < v − ǫ} is
nonempty and fix a negative strictly psh function ρ which is bigger than −ǫ in Ω.
Then, using Theorem 1.16 we reach the contradiction with our assumptions since

∫

{u<v+ρ}

(ddcv)n <

∫

{u<v+ρ}

(ddc(v + ρ))n ≤

∫

{u<v+ρ}

(ddcu)n.

The second part follows directly from the first one.

Next we estimate the Monge-Ampère measure of the maximum of two psh
functions.
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Theorem 1.18. Let Ω be an open subset of Cn. For u, v ∈ PSH ∩ L∞
loc(Ω).

Then

(ddc max(u, v))n ≥ χ{u≥v}(ddcu)n + χ{u<v}(ddcv)n,

where χE denotes the characteristic function of the set E.

Proof. It is enough to show the estimate on any compact K ⊂ {u ≥ v}.
Suppose ||u|| < 1, fix ǫ > 0 and find open set U such that cap(U) < ǫ, u = u0, v = v0
on Ω \ U for some continuous u0 and v0. For a sequence uj decreasing to u and
Vt := {v0 < u0+t}, t > 0 we have v < uj +t on Vt\U. Therefore, by the convergence
theorem

∫

K

(ddcu)n ≤ limj→∞

∫

Vt∪U

(ddcuj)
n ≤ limj→∞

∫

Vt\U

(ddcuj)
n + 2ǫ

=limj→∞

∫

Vt\U

(ddc max(uj + t, v))n + 2ǫ ≤

∫

V̄t\U

(ddc max(u + t, v))n + 2ǫ.

(Note that limµj(K) ≤ µ(K) for compact K and µj weakly convergent to µ.) Since
V̄t \ U decreases to {u ≥ v} \ U as t goes to 0 our estimate follows after another
application of the convergence theorem.

The relative extremal function

A domain is called hyperconvex if there exists nonzero u ∈ PSH(Ω) ∩ C(Ω)
such that u = 0 on ∂Ω.

Definition. For a subset E of a domain Ω ⊂ C
n we define the relative ex-

tremal function by the formula

uE,Ω = uE = sup{u ∈ PSH(Ω) : u < 0, and u ≤ −1 on E}.

By the Choquet lemma (see e.g. [D3]) uE is the limit of an increasing sequence
of psh functions. Thus u∗

E ∈ PSH(Ω).

Proposition 1.19.

ι) If E1 ⊂ E2 then uE2
≤ uE1

.

ιι) If E ⊂ Ω1 ⊂ Ω2 then uE,Ω2
≤ uE,Ω1

.

ιιι) If Kj ↓ K, with Kj compact in Ω then (limu∗
Kj

)∗ = u∗
K .

Proof. The first two statements are obvious and so is the inequality ” ≤ ” in
the last one. For the reverse inequality consider u ∈ PSH(Ω), u ≤ 0 with u ≤ −1
on K. For ǫ > 0 the open set Uǫ = {u < −1 + ǫ} contains K. Hence, for j
large enough Kj ⊂ Uǫ and therefore u − ǫ ≤ u∗

Kj
. Taking supremum over all such

functions u we get uK − ǫ ≤ limu∗
Kj

. Letting ǫ to 0 we obtain the conclusion.

The next result shows that for compact sets the supremum in the definition of
the relative capacity is attained for u = u∗

E . The outer capacity cap∗ is defined as
follows

cap∗(E,Ω) = inf{cap(U,Ω), E ⊂ U,U open}.
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Theorem 1.20. For a relatively compact set E in a hyperconvex domain Ω we
have

cap∗(E,Ω) =

∫

Ω

(ddcu∗
E)n.

If Ej ↓ E is a sequence of compact sets then

lim
j→∞

cap(Ej ,Ω) = cap(E,Ω) = cap∗(E,Ω).

Proof. Applying the Choquet lemma one can find an increasing sequence
uj ≥ −1 with (limuj)

∗ = u∗
E . Using the solution to the Dirichlet problem for the

Monge-Ampère equation (Theorem 3.6 below) we find vj such that uj ≤ vj ≤ u∗
E

and (ddcvj)
n = 0 on a fixed ball B(z, r) ⊂ Ω \ Ē. Theorem 1.15, applied to the

sequence vj , implies that (ddcu∗
E)n = 0 on B(z, r) and so on the whole set Ω \ Ē.

Since u∗
E = −1 in intE we conclude that (ddcu∗

E)n is supported by ∂E.
Now, suppose E = Ē and fix an exhaustion psh function h for Ω with h < −1

on E. Then one can choose the sequence uj above so that h ≤ uj . Take arbitrary
v ∈ PSH(Ω),−1 ≤ v < 0 and for small ǫ > 0 set

hj = max(uj , (1 − 2ǫ)v − ǫ).

Observe that hj = (1 − 2ǫ)v − ǫ on E and hj = uj in Ω \ Ω̄′ where Ω̄′ ⊂⊂ Ω.
Moreover −1 + ǫ ≤ hj ≤ 0 and for ǫ small enough E ⊂ Ω′. Those properties and
the fact that Ω′ can be chosen with smooth boundary allow to apply the Stokes
theorem to obtain

∫

E

(1 − 2ǫ)n(ddcv)n =

∫

E

(ddchj)
n ≤

∫

Ω′

(ddchj)
n =

∫

Ω′

(ddcuj)
n.

From Theorem 1.15 we thus infer
∫

E

(1 − 2ǫ)n(ddcv)n ≤ lim

∫

Ω′

(ddcuj)
n ≤

∫

Ω̄′

(ddcu∗
E)n =

∫

E

(ddcu∗
E)n,

where the last equality follows from the first part of this proof. Hence

(1.2) cap(E,Ω) =

∫

E

(ddcu∗
E)n =

∫

Ω

(ddcu∗
E)n.

By Theorem 1.15 and Proposition 1.19 we thus get

lim cap(Ej ,Ω) = cap(E,Ω) = cap∗(E,Ω),

with the second equality justified by taking Ej with E ⊂ intEj .
To get the first part of the statement for arbitrary E let us first note that for

relatively compact, open V

cap(V,Ω) =

∫

Ω

(ddcu∗
V )n,

which follows from Theorem 1.11 applied to u∗
Kj

with Kj being an exhaustion

sequence of compact sets for V . If now E ⊂ V then by Theorem 1.16
∫

Ω

(ddcu∗
E)n ≤

∫

Ω

(ddcu∗
V )n = cap(V,Ω).

Hence
∫

Ω

(ddcu∗
E)n ≤ cap∗(E,Ω).
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For the reverse inequality let us consider uj and h chosen above. For tj ↓ 1 set
Vj = {tjuj < −1}. Then Vj is decreasing, E ⊂ Vj and tjuj ≤ u∗

Vj
. Hence u∗

Vj
↑ u∗

E

almost everywhere and by Theorem 1.15
∫

Ω

(ddcu∗
E)n = lim

∫

Ω

(ddcu∗
Vj

)n.

Small sets

Definition. A set E in C
n is said to be pluripolar if for any z ∈ E there exists

a neighbourhood V of z and v ∈ PSH(V ) such that E ∩ V ⊂ {v = −∞}.

If E ⊂ {v = −∞} for v ∈ PSH(Cn) we call E globally pluripolar. However,
this notion turns out to be redundant since Josefson’s theorem proved below says
that any pluripolar subset of Cn is globally pluripolar.

Definition. A subset E of an open set Ω ⊂ C
n is called negligible if E ⊂

{u < u∗}, where u = supus, us ∈ PSH(Ω).

Here the family us can be chosen to be countable by Choquet’s lemma. It is
easy to see that if E ⊂ {v = −∞} for v ∈ PSH(Ω) then E is negligible since
E ⊂ {u < u∗} for u = supj∈N v/j. We shall see that the converse is also true and
negligible sets are pluripolar.

Proposition 1.21. In a hyperconvex domain Ω the following conditions are
equivalent:

1) E ⊂ {v = −∞} for v ∈ PSH(Ω), v < 0.
2) u∗

E,Ω = 0.

3) cap∗(E,Ω) = 0.

Proof. ( 1) → 2) ) If 1) holds then for any ǫ > 0 we have ǫv ≤ uE . Thus
uE = 0 outside the set {v = −∞} which has empty interior. Therefore u∗

E = 0.
( 2) → 1) ) We can choose uj as in the proof of Theorem 1.20 with additional

property
∫

Ω
|uj |dVn < 2−j (by the Lebesgue monotone convergence theorem). Then

v =
∑

uj is psh in Ω and equal −∞ on E.
The last two statements are equivalent by Theorem 1.20 and Corollary 1.17.

One of the major results in pluripotential theory, widely used in polynomial
approximation, complex dynamics and elsewhere, says the the negligible sets and
the pluripolar sets are the same.

Theorem 1.22 (Bedford-Taylor). Negligible sets are pluripolar.

Proof. By the last proposition it is enough to show that a negligible set E
satisfies cap∗(E,Ω) = 0. Let uj be the sequence from the definition of the negligible
set and u = supuj . Fix ǫ > 0 and set Ωǫ = {z ∈ Ω : dist(z, ∂Ω) > ǫ}. Using
quasicontinuity of uj choose an open set U such that cap(U,Ω) < ǫ and all uj are
continuous on the complement of U in Ω. For rational numbers s < t set

Kst = {z ∈ Ω̄ǫ \ U : u ≤ s < t ≤ u∗}.

Then (Ω̄ǫ∩E)\U is represented as a (countable) union of such compact sets. Thus
it is enough to show that cap(K,Ω) = 0 for K = Kst. Reasoning by contradiction
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suppose that this equality is false and there exists h ∈ PSH∩C(Ω) with −1 ≤ h < 0
and

∫

K
(ddch)n > 0. Applying the localization principle one can assume that h is

exhaustive and for any j uj = h outside a compact subset of Ω. Set vj = uj + h
and v = u∗ + h. Then by Stokes’ theorem and Proposition 1.8 we have

∫

(−h)[(ddcvj)
n − (ddcv)n] =

∫

(v − vj)dd
ch ∧

n−1
∑

k=0

(ddcvj)
k ∧ (ddcv)n−k−1

≥

∫

K

(v − vj)(dd
ch)n ≥ (t− s)

∫

K

(ddch)n > const. > 0

contrary to Theorem 1.15 and Corollary 1.14.

Theorem 1.23 (Josefson). For any pluripolar subset E of Cn there exists
h ∈ PSH(Cn) with E ∈ {h = −∞}.

Proof. By definition E = ∪Ej where Ej ⊂ B(aj , rj) and for some
vj ∈ PSH(B(aj , rj)) we have vj = −∞ on Ej . Let us fix a sequence of pos-
itive integers j(k) in which every integer is repeated infinitely many times and
such that B(aj(k), rj(k)) ⊂ B(0, exp(2k)) = Bk. By Propositions 1.19 and 1.21
u∗
Ej(k),Bk+1

= 0. Thus one can find uk ∈ PSH(Bk+1) with −1 ≤ uk < 0;uk = −1

on Ej(k) and
∫

Bk
|uk|dVn < 2−k. Set

hk(z) =











uk(z) on Bk

max(uk(z), 2−k log |z| − 2) on Bk+1 \Bk

2−k log |z| − 2 on C
n \Bk+1

Then h =
∑

hj ∈ PSH(Cn) since on Bk the terms hj , j > k are negative and the
series is convergent by the choice of uk. Moreover, infinitely many terms of the
series are equal to −1 on Ej(k). Hence E ∈ {h = −∞}.

Remark. Note that h(z) < log(1 + |z|).

Notes. The notion of the positive current was introduced by Lelong who
proved most of the results of the first paragraph [L]. The main results on Monge-
Ampère operator are due to Bedford and Taylor [BT1][BT2]. The exceptions
are: Chern-Levine-Nirenberg inequalities [CLN], Josefson’s theorem [J], Theorem
1.11 which is due to Xing [X] and Theorem 1.18 which is due to Demailly [D1].
The proof of Theorem 1.23, essentially following [BT2], was simplified by Demailly
[D1]. The global defining function with logarithmic growth in this theorem was first
found by El Mir [EM] and Siciak [S2](independently). The present construction is
due to B locki [BL]. Some proofs has been shortened (Theorems 1.11, 1.15, 1.22).



CHAPTER 2

Siciak’s Extremal Function

and a Related Capacity

In this chapter we shall deal with entire plurisubharmonic functions of loga-
rithmic growth. The Siciak extremal function and a capacity T introduced below
were originally defined by means of polynomials. Zahariuta showed that one can
equivalently use the entire psh functions for this purpose. In the study of the
Monge-Ampère equation an important role is played by inequalities between glob-
ally defined capacity T and the relative capacity.

Let us first define the Lelong class and its subset:

L := {u ∈ PSH(Cn) : u(z)− log(1 + |z|) < cu},

L+ := {u ∈ PSH(Cn) : |u(z)− log(1 + |z|)| < cu}.

The Siciak extremal function associated to a bounded set E is given by the formula

LE(z) = sup{u(z) : u ∈ L, u ≤ 0 on E}.

The upper semicontinuous regularization L∗
E is a psh function.

Theorem 2.1. If E is pluripolar then L∗
E = +∞, otherwise for bounded set

E the function L∗
E belongs to L+.

Proof. According to the Remark following Theorem 1.23 for a pluripolar set
E there exists u ∈ L equal −∞ on the set. Then for any constant c we have
u+ c ≤ LE which proves the first part if we let c to infinity.

Consider u ∈ L+. Then the function u(z) − log |z| restricted to an extended
complex line (Riemann sphere) through zero is subharmonic away from a given disk
centered at 0. Hence, by the maximum principle

sup
Cn\B(0,r)

(u(z)− log |z|) = sup
∂B(0,r)

(u(z)− log |z|)

It follows from this that if u ∈ L+ and

f(t) = max
|w|=t

u(w)

then

(2.1) f(s)− f(r) ≤ log s/r, r < s.

Suppose now that E is non pluripolar. Since, by Theorem 1.22 the set LE < L∗
E

is pluripolar one can find a point, say 0 where L∗
E is finite. By upper semicontinuity

L∗
E is upper bounded by some c in a ball B̄(0, r), r > 0. Then (2.1) applied to

u = L∗
E shows that L∗

E ≤ log(1 + |z|) + c. On the other hand if E ⊂ B(0, R) then
obviously L∗

E(z) ≥ log |z|/R.

19
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Proposition 2.2. There exists a uniform constant Cn such that

sup
B

L∗
E <

∫
L∗
E dS − Cn, E ⊂ B = B(0, 1),

where dS is the normalized Lebesgue measure on the sphere S = ∂B.

Proof. We assume, not violating the generality of the argument, that f(1) =
0, where f is the function introduced in the preceding proof and taken here for
u = L∗

E . For s < 1 we apply (2.1) and the Harnack inequality to obtain

0 = f(1) ≤ f(s)− log s ≤ c(s)

∫
L∗
E dS − log s.

The estimate remains valid for any u ∈ L.

Other basic properties of L∗
E are listed below.

Proposition 2.3.

ι) If E1 ⊂ E2 then LE2
≤ LE1

.

ιι) L∗
E = lim

j→∞
L∗
Ej

if the sequence Ej is increasing to E.

ιιι) If Kj ↓ K, with Kj compact then (limL∗
Kj

)∗ = L∗
K .

The Monge-Ampère measures associated to the extremal functions u∗
E and L∗

E

are equicontinuous.

Proposition 2.4. Let E be a nonpluripolar compact set with Ê ⊂ Ω where Ω

is hyperconvex and Ê denotes the polynomial hull of E. Then

(sup
∂Ω

LE)
−1LE ≤ uE + 1 ≤ (inf

∂Ω
LE)

−1LE ,

and

(sup
∂Ω

LE)
−n(ddcL∗

E)
n ≤ (ddcu∗

E)
n ≤ (inf

∂Ω
LE)

−n(ddcL∗
E)

n.

Proof. The first part is easy. The measure (ddcL∗
E)

n vanishes outside E by
the same proof as for (ddcu∗

E)
n. Since the set LE < L∗

E is pluripolar both measures
are supported on {LE = 0}. The inequalities now follow from the first part of the
proposition and Theorem 1.18. Indeed, observe that if u = max(u, v) in Ω and
u = v on E then by Theorem 1.18 (ddcu)n ≥ (ddcv)n on E.

Comparing the Monge-Ampère measures of the relative extremal functions with
that of the global one we obtain the following corollary.

Corollary 2.5. For hyperconvex Ω ⊂⊂ Ω1 ⊂⊂ Ω2 there exists c1 > 0 such

that for any compact K ⊂ Ω

c1cap(K,Ω1) ≤ cap(K,Ω2) ≤ cap(K,Ω1).

Proposition 2.6. For u ∈ L+ we have
∫
Cn(dd

cu)n = (2π)n.
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Proof. Take any two functions u, v from L+. Fix a compact set K and a
number t > 1. Adding a constant to v one gets that tv < u on K and the inequality
holds on a bounded set in C

n. The comparison principle implies
∫

K

(ddcu)n ≤ tn
∫

Cn

(ddcv)n.

Letting t to 1 and exchanging the roles of u and v:
∫

Cn

(ddcu)n =

∫

Cn

(ddcv)n.

To complete the proof it now enough to compute
∫
(ddc log 1

2 log(1 + |z|2))n, which
can be verified by an elementary calculation.

By means of the Siciak extremal function we define the capacity

TR(K) := exp(− sup{L∗
K(z) : |z| ≤ R}),

for some fixed R > 0. We shall write T for T1. This capacity is comparable with
the relative capacity in the following manner.

Theorem 2.7. If BR := B(0, R) and K ⊂ B(0, r), r < R is compact, then

exp(−A(r)(cap(K,BR))
−1) ≤ TR(K) ≤ exp(−2π(cap(K,BR))

−1/n).

Proof. By Proposition 1.21 and Theorem 2.1 both capacities are equal to 0
when K is pluripolar. Suppose now it is non pluripolar. For C = sup{L∗

K(z) : z ∈
BR} we have −1 ≤ C−1L∗

K − 1 < 0 in BR and by Proposition 2.4 and Proposition
2.6

C−n(2π)n = C−n

∫
(ddcL∗

K)n ≤ cap(K,BR),

which proves the right hand side inequality. For the proof of the other one take
u = u∗

K,Ω where Ω is the ball B(0, eR). The function f from the proof of Theorem
2.1, with u = L∗

K , is bounded by C + 1 on ∂Ω. Hence for any v ∈ L+ with v < 0
on K we get that v1 = (C + 1)−1(v − C − 1) is less than 0 on Ω and less than −1
on K. Thus v1 ≤ u and taking supremum over v

(C + 1)−1(L∗
K − C − 1) ≤ u.

At a point z0 ∈ B̄(0, R) where L∗
E equals C we have u(z0) ≥ −(C + 1)−1. Since u

is subharmonic −u(z0) ≥ C(R)||u||L1(Ω). The last two inequalities combined with
CLN inequalities lead to

cap(K,Ω) =

∫

Ω

(ddcu)n ≤ C0||u||L1(Ω)||u||
n−1 ≤ C1C

−1.

The proof is completed by use of Corollary 2.5.

Lemma 2.8. For any α < 2 there exists c(α, n) such that for all u ∈ αL the

following inequality holds with B = B(0, 1)

∫

B

exp(sup
B

u− u) dV < c(α, n).
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Proof. One can assume that supB u = u(a) = 0 for some a ∈ B̄. Set for
k = 2, 3, ... Ek = {z ∈ B(0, 2) : log(k−1) < −u ≤ log k}, Fk = ∪∞

k Ej . The function
v(z) = 1

α (u(z)+log(k−1)) belongs to L and v ≤ 0 on Fk, v(a) =
1
α log(k−1). Since

v is dominated by the extremal function of Fk we conclude that for any complex
line l with a ∈ l:

T (l ∩ Fk) ≤ (k − 1)−
1

α ,

where T is considered as a capacity in the plane. By Proposition 2.2 the logarithmic
capacity and T are equivalent for n = 1. Therefore one may infer from Theorem
III 10 in [TS] that for some independent constant c0

V1(l ∩ Fk) ≤ c0T
2(l ∩ Fk) ≤ c0(k − 1)−

2

α .

Hence, via Fubini’s theorem

V (Fk) ≤ c1(k − 1)−
2

α .

Using this inequality we shall estimate (with B′ = B(0, 2))
∫

B′

exp(−u) dV =

∞∑

k=2

∫

Ek

exp(−u) dV ≤

∞∑

k=2

kV (Ek)

=2V (F2) +

∞∑

k=3

V (Fk) ≤ 2c1

∞∑

k=1

k−
2

α = c(α, n).

Thus the lemma follows.
Notes. The extremal function was introduced by Siciak [S1], and the defini-

tion given here is due to Zahariuta [Z]. Theorem 2.1 was proved by Siciak [S2],
Proposition 2.2 by Alexander [A], Proposition 2.4 by Levenberg [LV] (it is true for
Borel sets, see [BKL]), Proposition 2.6 by Taylor [T]. The proof of Theorem 2.7
is due to Alexander and Taylor [AT], and its presentation simplified by Demailly
[D1]. Lemma 2.8 is shown in Zeriahi’s paper [ZE] by means of Skoda’s integrability
theorem [SK].



CHAPTER 3

The Dirichlet Problem for the Monge-Ampère

Equation with Continuous Data

Throughout this chapter we shall work in a strictly pseudoconvex domain Ω.
The goal is to find the solution to the following Dirichlet problem

(∗)

u ∈ PSH ∩ C(Ω)

(ddcu)n = f dV

lim
z′→z

u(z′) = ϕ(z) z ∈ ∂Ω, ϕ ∈ C(∂Ω),

for any nonnegative f which is continuous in the closure of Ω. Such a solution is
always unique by Corollary 1.17.

Let C denote the cone of n× n nonnegative Hermitian matrices and define on
C a homogeneous superadditive functional

F(A) = det1/nA, A ∈ C.

We also consider the space M of C- valued measures on Ω and set

Fµ(E) = inf
∑

j

F(µ(Ej)),

where the infimum is taken over all partitions {Ej} of E into a finite number of
disjoint Borel sets. This construction is due to Goffmann and Serin [GS] who also
proved the following properties (except the last one - shown in [BT]) of Fµ.

Lemma 3.1.
a) Fµ is a scalar measure.
b) F(tµ) = tFµ for t > 0 and F(µ+ ν) ≥ Fµ+ Fν.
c) F(µ+ ν) = Fµ+ Fν if µ and ν are mutually singular.
d) |Fµ−Fν| ≤ |µ− ν| where | · | denotes the total variation of the measure.
e) If ν is a nonnegative measure, h - C valued function and µ(E) =

∫

E
h dν

then Fµ(E) =
∫

E
F(h) dν.

f) If a sequence µj of C-valued measures tends weakly to µ then Fµ ≥ limFµj .
g) If ρ is a test function then F(µ ∗ ρ) ≥ Fµ ∗ ρ.

Proof of g). By Jensen’s inequality

F(µ ∗ ρ)(Ej) = F(

∫

ρ(z)µ(Ej − {z}) dV (z)

≥

∫

ρ(z)F(µ(Ej − {z})) dV (z).

23
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Summing over j

∑

j

F(µ ∗ ρ)(Ej) ≥

∫

ρ(z)
∑

j

F(µ(Ej − {z})) dV (z))

≥

∫

ρ(z)Fµ(E − {z}) dV (z) = Fµ ∗ ρ(E).

For plurisubharmonic u define

Φ(u) = 4(n!)1/nF(
∂2u

∂zj∂z̄k
).

Note that for smooth u we have (ddcu)n = Φn(u) dV. The operator Φ has the
following properties.

Proposition 3.2.
a) Φ(tu) = tΦ(u) for t > 0 and Φ(u+ v) ≥ Φ(u) + Φ(v).
b) If ρ is a test function then Φ(u ∗ ρ) ≥ Φ(u) ∗ ρ.
c) If a sequence of plurisubharmonic functions uj tends weakly to u and Φ(uj)

is weakly convergent then Φ(u) ≥ limΦ(uj).
d) For the standard regularization limΦ(uǫ) = Φ(u).
e) Φ(max(u, v)) ≥ min(Φ(u),Φ(v)).

Proof. The first three assertions follow from Lemma 3.1. As for d) observe
that by b) and c) we have

Φ(u) ≥ limΦ(uǫ) ≥ limΦ(u) ∗ ρǫ = Φ(u).

The last part of the statement is true for smooth u and v (see Theorem 1.18).
In general, consider the standard regularization uj ↓ u and vj ↓ v. Passing to a sub-
sequence one may assume that Φ(uj),Φ(vj),Φ(max(uj , vj)) and min(Φ(uj),Φ(vj))
are all weakly convergent. Then applying b) and c) we get

Φ(max(u, v)) ≥ lim
j

Φ(max(uj , vj)) ≥ lim
j

min(Φ(uj),Φ(vj))

≥ lim
j

min(Φ(u) ∗ ρj ,Φ(v) ∗ ρj) ≥ lim
j

min(Φ(u),Φ(v)) ∗ ρj = min(Φ(u),Φ(v)).

We now return to the Dirichlet problem (∗). Let us define the family of subso-
lutions:

S = {v ∈ PSH(Ω) ∩ C(Ω) : Φ(v) ≥ f
1

n dV, v|∂Ω ≤ ϕ}

and its upper envelope

u = sup
S
v.

This function will turn out to be the solution of the Dirichlet problem. Note that S
is nonempty since if ρ is C2 smooth, strictly plurisubharmonic, exhaustion function
for Ω then for sufficiently big constants A,B > 0 Aρ − B ∈ S. Furthermore for
u, v ∈ S we have max(u, v) ∈ S (see Theorem 1.18).

Proposition 3.3. The upper envelope is continuous and belongs to S. If more-
over f

1

n and ϕ are Lipschitz then so is u.
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Proof. Suppose first that the boundary data ϕ is smooth and extend it to a
smooth function in the closure of Ω. With ρ as above and A large enough we thus
get v0 = Aρ+ϕ ∈ S and Φ(v0) ≥ max f

1

n dV. Then for h harmonic in Ω and equal
to ϕ on the boundary

v0 ≤ u ≤ h,

which shows that u is continuous on ∂Ω.
Fix ǫ > 0 and a compact set K ⊂ Ω. Take z0 ∈ K. Find v ∈ S with v(z0) >

u(z0) − ǫ and v0 ≤ v. To show the continuity of u on K we shall prove that for
small |a| the function v(a + ·) modified close to the boundary also belongs to S.
One can find δ > 0 such that for any w ∈ ∂Ω

|h(z)− ϕ(w)| < ǫ and |v0(z)− ϕ(w)| < ǫ if |z − w| < δ.

(Note that if ϕ and v0 are Lipschitz with constant M then δ = ǫ/M is fine.) Hence

|v(z)− ϕ(w)| < ǫ

for such z. Therefore, if |a| < δ and z + a ∈ ∂Ω then

v(z + a)− ǫ < ϕ(z + a) < v(z) + ǫ.

It now follows that

v1(z) =

{

v(z) if z + a /∈ Ω

max(v(z), v(z + a)− 2ǫ) if z + a ∈ Ω

is well defined and v1 = ϕ on ∂Ω. Let ω denote the modulus of continuity of f
1

n .
Since

Φ(v(·+ a)) ≥ f
1

n (·+ a)

we get, using Proposition 3.2 e) that

Φ(v1) ≥ min(f
1

n , f
1

n (a+ ·)).

Therefore for v2 = v1 + ω(|a|)v0

Φ(v2) ≥ Φ(v1) + ω(|a|)Φ(v0) ≥ f
1

n dV.

Thus v2 − ω(|a|)||v0|| ∈ S and

(3.1)
u(z0 − a) ≥ v2(z0 − a)− ω(|a|)||v0|| > v(z0)− 2ǫ− ω(|a|)||v0||

> v(z0)− 3ǫ > u(z0)− 4ǫ

for |a| small enough. Therefore u is continuous. Moreover, if f
1

n is Lipschitz then
ω(|a|) is proportional to |a| and therefore δ can be chosen proportional to ǫ.

By the Choquet lemma there exist uj ∈ S increasing (uniformly) to u. One can
assume that Φ(uj) is convergent and use Proposition 3.2 c) to conclude that u ∈ S.

If ϕ is not smooth then we approximate it by a decreasing sequence of smooth
ϕj and observe that the corresponding envelopes uj are uniformly convergent. The
limit function belongs to S by Proposition 3.2 c). It is the largest minorant of the
sequence uj and therefore it is the envelope we are looking for.

Proposition 3.4. The upper envelope has bounded second order derivatives
under extra assumptions: Ω is equal to the unit ball B, f

1

n ∈ C1,1(B̄) and ϕ is
C1,1.
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Proof. For the proof we shall estimate the expression

u(z + h) + u(z − h)− 2u(z).

Since this expression is not defined in the whole B we shall first replace the trans-
lations by vectors h and −h with automorphisms Ta and T−a, where for given z we
have h = a− < z, a > z. The mappings are defined as follows

Ta(z) =
(Pa(z)− a) +

√

1− |a|2(z − Pa(z))

1− < z, a >
, Pa(z) =

< z, a > a

|a|2

where < ·, · > denotes the Hermitian product in C
n. Then, by computation

(3.2)
Ta(z) = z − h+ ψ(a, z)|a|2,

det(T ′
a(z)) = 1 + 2 < z, a > +O(|a|2),

with some bounded smooth ψ and T ′
a denoting the Jacobian of Ta. Hence for any

g ∈ C0,1(B),

(3.3) |g ◦ Ta(z)− g(z − h)| ≤ c1||g||C0,1(B)|a|
2,

Since, by (3.2)

(det(T ′
a(z)))

2/n = 1 +
4

n
< z, a > +O(|a|2)

and, by the assumptions and (3.3) ,

f
1

n ◦ Ta(z) = f
1

n (z) + ψ1(a, z) +O(|a|2)

where (from the Taylor expansion) ψ1(−a, z) = −ψ1(a, z), we may conclude that
for a constant c2 the following inequality holds

(3.4) (detT ′
a)

2

n (f
1

n ◦ Ta) + (detT ′
−a)

2

n (f
1

n ◦ T−a) ≥ 2f
1

n − c2|a|
2,

Furthermore, from the assumptions and (3.3) applied to g = ϕ we have upon
enlarging c2

(3.5) ϕ ◦ Ta + ϕ ◦ T−a ≤ 2ϕ+ c2|a|
2.

Let us consider
va(z) = (u ◦ Ta + u ◦ T−a)(z).

By the chain rule Φ(u ◦ Ta) = (detT ′
a)

2

n (f
1

n ◦ Ta). From this fact, Proposition 3.2
a) and (3.4) we get

Φ(va) ≥ (2f
1

n − c3|a|
2) dV.

Hence (see (3.5) ) there exists a constant c4 such that

v(z) =
1

2
va(z)− c2|a|

2(1 + c4(1− |z|2)) ∈ S,

and therefore v ≤ u. Thus

2u(z) ≥ (u ◦ Ta + u ◦ T−a)(z)− c5|a|
2.

Applying (3.3) with g = u (which is Lipschitz by Proposition 3.3) we obtain

2u(z) ≥ u(z + h) + u(z − h)− c6|a|
2.

One can regularize this inequality (on slightly smaller ball) to get the estimate

2uǫ(z) ≥ uǫ(z + h) + uǫ(z − h)− c7|a|
2.
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Now, fix ǫ and let a to 0 to conclude that the Hessians D2uǫ are locally uniformly
bounded from above (by c(K) on a compact set K). Since uǫ is psh we also have
D2uǫ · h

2 +D2uǫ · (ih)
2 ≥ 0 and further

D2uǫ · h
2 ≥ −D2uǫ · (ih)

2 ≥ −c(K).

It follows that second order derivatives of u are locally bounded.

Theorem 3.5. Suppose 0 ≤ f
1

n ∈ C1,1(B̄) and ϕ ∈ C1,1(∂B). Then the
envelope u belongs to C1,1(B) and solves the Dirichlet problem (∗) in the unit ball.

Proof. The smoothness of u has been shown in Proposition 3.4. We also know
that Φ(u) ≥ f

1

n dV. For u ∈ C1,1 the density of Φ(u) is equal to

4(n!)1/n(det(
∂2u

∂zj∂z̄k
))1/n

at any point where the second order derivatives exist (that is almost everywhere).
Arguing by contradiction, suppose that we have the strict inequality at a point z0
where second order derivatives are defined.

The Taylor expansion of u at z0 has the form

u(z0 + h) = u(z0) + ℜP (h) +H(h) + o(|h|2),

where P is a complex polynomial (so ℜP is pluriharmonic) and

H(h) =
∑

j,k

∂2u

∂zj∂z̄k
hj h̄k.

Since H is strictly positive definite we have for t < 1 close enough to 1, and some
positive r and δ that

u(z0) + (ℜP + tH)(h) < u(z0 + h)− δ, |h| = r,

and the function

v(z) =

{

u(z) if z /∈ B(z0, r)

max(u(z), u(z0) + (ℜP + tH)(z − z0) + δ) if z ∈ B(z0, r)

belongs to S. Then we reach contradiction u(z0) ≤ v(z0)−δ. The proof is complete.

Theorem 3.6. The upper envelope u solves the Dirichlet problem (∗) in any
strictly pseudoconvex domain.

Proof. In the case Ω = B we approximate f and ϕ uniformly by smooth
functions fj and ϕj respectively. Applying Theorem 3.5 we obtain solutions uj of
(∗) corresponding to the set of data fj , ϕj . It easily follows from the comparison
principle that uj → u uniformly in B̄ and so (ddcuj)

n → (ddcu)n by the convergence
theorem. Thus u solves (∗). For general Ω it remains to prove that (ddcu)n = f dV
(see Proposition 3.3). Fix a ball B0 ⊂ Ω and denote by u1 the solution of the
Dirichlet problem (ddcu)n = f dV in B0, u1 = u on ∂B0. Then v equal to u1 in
B0 and equal to u elsewhere in Ω belongs to S. Hence v ≤ u. Since, due to the
comparison principle, u1 ≥ u in B0 we conclude that u1 and u are equal in B0

which shows that (ddcu)n = f dV in Ω since the above is true for any ball in Ω.
Notes. The results here are due to Bedford and Taylor [ BT1]. The presen-

tation derives also from Demailly [D1] (who dealt with the homogeneous case).



CHAPTER 4

The Dirichlet Problem Continued

We shall generalize Theorem 3.6 weakening restrictions on the right hand side
of the equation. We call a continuous increasing function h : R+ → (1,∞) admis-
sible if it satisfies

∫ ∞

1

(xh1/n(x))−1 dx <∞,

and if for some a > 1 b > 1 and x0 > 0 we have

h(ax) ≤ bh(x) for x > x0.

Let us define the family of nonnegative Borel measures in Ω associated to an ad-
missible function h and a positive constant A:

F(A, h) = {µ : µ(K) ≤ F (cap(K,Ω)) for F (x) =
Ax

h(x−1/n)

and any compact K ⊂ Ω}.

For a function ψ : R+ → R+ such that ψ(x)
x increases to ∞ as x→ ∞ we define

Lψ(c0) = {f ∈ L1(Ω) : f ≥ 0,

∫

Ω

ψ(f) dV ≤ c0}.

and

P(A, h, ψ, c0;ϕ)

= {u ∈ PSH(Ω) ∩ C(Ω) : (ddcu)n ∈ F(A, h) ∩ Lψ(c0), u = ϕ on ∂Ω}

Set
ψh(t) = |t|(log(1 + |t|))nh(log(1 + |t|)),

for some admissible h. First we shall prove that

Lψh(c0) ⊂ F(A, h)

for some positive A. Then, a priori estimates for || · ||∞ norm of solutions of the
Dirichlet problem for the measures from F(A, h) will be shown which imply that
for f ∈ Lψh(c0) the equation (∗) has a solution.

Lemma 4.1. Suppose u ∈ PSH(Ω) ∩ C(Ω), u = 0 on ∂Ω,
∫

(ddcu)n ≤ 1. Then
for any α < 2 the Lebesgue measure V (Ωs) of the set Ωs := {u < s} is bounded
from above by c exp(−2πα|s|), where c does not depend on u.

29
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Proof. Assume Ω to be contained in a ball B = B(0, R).We denote by Vk the
Lebesgue measure in C

k. Let us write the coordinates of a point z ∈ C
n in the form

z = (z1, z
′) ∈ C × C

n−1, and denote by B1 (resp. B′) the balls {z ∈ C : |z| < R}
(resp. {z ∈ C

n−1 : |z| < R}). Consider the slices of the set Ωs

Ωs(z
′) := {z1 ∈ C : (z1, z

′) ∈ Ωs}.

For fixed s, the Siciak extremal function of of Ωs in C
n will be denoted by L. We

shall use the capacity T from the previous section.
For n = 1 the set function TR dominates the logarithmic capacity multiplied

by a constant depending on R. Hence by Theorem III 10 from [TS] we get

V1(Ωs(z
′)) ≤ C1T

α
R(Ωs(z

′)),

where C1 is an independent constant. Thus, making use of the Fubini theorem and
Lemma 2.8 we can estimate as follows
(4.1)

V (Ωs) =

∫

V1(Ωs(z
′)) dVn−1(z

′) ≤ C1

∫

TαR(Ωs(z
′)) dVn−1(z

′)

≤C1

∫

exp(−α sup
|z1|<R

L(z1, z
′)) dVn−1(z

′) ≤ C2exp(−α sup
B1×B′

L(z)) ≤ C2T
α
R(Ωs).

From Theorem 2.7 it follows that

TR(Ωs) ≤ exp[−2π(cap(Ωs, B))−1/n] ≤ exp[−2π(cap(Ωs,Ω))
−1/n].

So, continuing the estimate (4.1) we finally arrive at

V (Ωs) ≤ C2exp[−2πα(cap(Ωs,Ω))
−1/n].

To complete the proof it remains to show that

(4.2) cap(Ωs,Ω) ≤ |s|−n.

Fix t > 1 and a regular compact set K ⊂ Ωs. Then by the comparison principle we
have

cap(K,Ω) =

∫

K

(ddcuK)n =

∫

{−ts−1u<uK}

(ddcuK)n

≤ tn|s|−n
∫

Ω

(ddcu)n ≤ tn|s|−n.

Thus (4.2) holds and the lemma follows.

Lemma 4.2. For any admissible h satisfying h(x) ≤ const.(1 + x)k for some
k <∞, and for any c0 > 0 there exists A > 0 such that

Lψh(c0) ⊂ F(A, h).
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Proof. We are going to verify that for some A > 0, any f ∈ Lψh(c0) and any
compact regular set K ⊂ Ω the following inequality holds

(4.3)

∫

K

f dV ≤ Acap(K,Ω)[h((cap(K,Ω))−1/n)]−1.

First, let us note that (4.3) follows from

(4.4)

∫

Ω

|v|nh(|v|)f dV ≤ A,

where v ∈ PSH(Ω) is of the form v = cap−1/n(K,Ω)uK , with uK the relative
extremal function of K with respect to Ω. Indeed, from (4.4) we have

A ≥

∫

Ω

|v|nh(|v|)f dV ≥

∫

K

|v|nh(|v|)f dV

≥ cap−1(K,Ω)h((cap(K,Ω))−1/n)

∫

K

f dV,

which proves (4.3). To prove (4.4) we shall use Young’s inequality applied to G(r) =
g(log(1 + r)) = (log(1 + r))nh(log(1 + r)) and its inverse. Then

g(|v(z)|)f(z) ≤

∫ f(z)

0

g(log(1 + r)) dr +

∫ g(|v(z)|)

0

[exp(g−1(t))− 1] dt

≤ f(z)g(log(1 + f(z))) +

∫ |v(z)|

0

esg′(s) ds

≤ ψh(f(z)) + g(|v(z)|)e|v(z)|.

Since the integral
∫

Ω
ψh(f) dV is bounded by c0, we obtain by integrating the above

inequality over Ω

∫

Ω

|v(z)|nh(|v(z)|)f(z) dV ≤ c0 +

∫

Ω

g(|v(z)|)e|v(z)| dV.

It remains to find a uniform bound (independent of v) for the last term. To do this
we make use of Lemma 4.1 and the extra assumption on h

∫

Ω

g(|v(z)|)e|v(z)| dV =

∞
∑

s=0

∫

{−s−1<v<−s}

g(|v(z)|)e|v(z)| dV

≤
∞
∑

s=0

(s+ 1)nh(s+ 1)es+1V ({v < −s}) ≤ c
∞
∑

s=0

(s+ 1)nh(s+ 1)e1+s(1−2π)

≤c[h(1) +

∞
∑

s=1

(s+ 1)n+ke1+s(1−2π)] ≤ const. <∞.

The proof is completed.
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Lemma 4.3. Let Ω be a strictly pseudoconvex domain in C
n. Assume v ∈

PSH ∩ C(Ω), and u ∈ PSH ∩ L∞(Ω). Suppose that for some positive number A
and an admissible function h the following inequality holds

∫

K

(ddcu)n ≤ Acap(K,Ω)h−1((cap(K,Ω))−1/n),

for any compact set K. If the sets U(s) := {u− s < v} are nonempty and relatively
compact in Ω for s ∈ [S, S +D] Then

(4.5) D ≤ κ(cap(U(S +D),Ω)),

where

κ(s) = c(n)A1/n[

∫ ∞

s−1/n

y−1h−1/n(y) dy + h−1/n(s−1/n)],

and the constant c(n) depends only on n.

Proof. Let us introduce the following notation

a(s) := cap(U(s),Ω), b(s) =

∫

U(s)

(ddcu)n.

Then

(4.6) tna(s) ≤ b(s+ t) for 0 < t < S +D − s.

Indeed, consider a compact regular set K ⊂ U(s), the psh function w := 1
t (u−s−t)

and the set V := {w < uK + 1
t v}, where uK denotes the relative extremal function

of K with respect to Ω. Let us first verify the inclusions K ⊂ V ⊂ U(s+ t).
Take z ∈ K ⊂ U(s). Then u(z) − s < v(z) and so w(z) = 1

t (u(z) − s − t) ≤

uK(z) + 1
t v(z) which means that z ∈ V. To see the latter inclusion, note that if

z ∈ V then 1
t (u(z) − s − t) ≤ uK(z) + 1

t v(z) ≤
1
t v(z) since uK is negative. Once

we have the inclusions we can apply the comparison principle and Theorem 1.20 to
the effect

cap(K,Ω) ≤

∫

K

[ddc(uK +
1

t
v)]n ≤

∫

V

[ddc(uK +
1

t
v)]n ≤

∫

V

(ddcw)n

≤ t−n
∫

V

(ddcu)n ≤ t−n
∫

U(s+t)

(ddcu)n = t−nb(s+ t).

This way (4.6) follows.
Next we define an increasing sequence s0, s1, ..., sN , setting s0 := S and

sj := sup{s : a(s) ≤ lim
t→sj−1+

da(t)}

for j = 1, 2, ..., N, where d is a fixed number such that 1 < d < 2. Then this
sequence is increasing and

(4.7) a(sj) ≥ da(sj−2).
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(Note that if a(sj−1) < da(sj−2) then by definition od sj−1 for any s > sj−1 we
have a(s) ≥ da(sj−2). In particular it is true for sj .)

The integer N is chosen to be the greatest one satisfying sN ≤ S +D. Then

a(S +D) ≤ lim
t→sN+

da(t)

(otherwise we would have sN+1 ≤ S+D.) From the last inequality, the assumptions
and (4.6) it follows that for any t ∈ (sN , S +D) we have

(S +D − t)na(t) ≤ b(S +D) ≤ Aa(S +D)h−1([a(S +D)]−1/n)

≤ Ada(t)h−1([a(S +D)]−1/n).

Hence

(4.8) S +D − sN ≤ (Ad)1/nh−1/n([a(S +D)]−1/n).

Now we shall estimate sN −S. Consider two numbers S < s′ < s < S+D such
that a(s) ≤ da(s′) and set t := s− s′. Then by the assumptions and (4.6) we have

a(s′) ≤ t−nb(s) ≤ At−na(s)h−1([a(s)]−1/n)

≤ Adt−na(s′)h−1([a(s)]−1/n).

Hence
t ≤ (Ad)1/nh1(a(s)),

where h1(x) := [h(x−1/n)]−1/n. Letting s→ sj+1− and s′ → sj+ we thus get

tj := sj+1 − sj ≤ (Ad)1/nh1(a(sj+1)).

Using this inequality, (4.7) and the fact that the function h2(x) := h1(d
x) =

h−1/n(d−x/n) is increasing one can estimate as follows

N−1
∑

j=0

tj ≤ (Ad)1/n
N−1
∑

j=0

h2(logd a(sj+1))

≤ (Ad)1/n[
N−2
∑

j=1

∫ logd a(sj+2)

logd a(sj)

h2(x) dx+ 2h2(logd a(sN ))]

≤ 2(Ad)1/n[

∫ logd a(S+D)

logd a(S)

h2(x) dx+ h2(logd a(S +D))].

The change of variable y = d−x/n leads to the following transformation of the above
integral

∫ logd a(S+D)

logd a(S)

h2(x) dx =

∫ logd a(S+D)

logd a(S)

[h(d−x/n)]−1/n dx

=
n

ln d

∫ [a(S)]−1/n

[a(S+D)]−1/n

[(h(y))1/ny]−1 dy.

Hence finally

sN − S ≤ (Ad)1/n(
2n

ln d

∫ [a(S)]−1/n

[a(S+D)]−1/n

[yh1/n(y)]−1 dy + 2[h(a(S +D)−1/n)]−1/n),

which combined with (4.8) gives the desired estimate.
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Theorem 4.4. Let Ω be a strictly pseudoconvex domain in C
n. Assume that

uj ∈ PSH(Ω)∩C(Ω̄) is a sequence converging weakly to u ∈ PSH(Ω) and for any
j

limz→∂Ω(uj − u)(z) ≥ 0.

Suppose further that
(ddcuj)

n = fj dV

with fj ∈ F(A, h) ∩ Lψ(c0), where
ψ(x)
x is increasing to ∞ as x goes to ∞. Then

uj → u uniformly in Ω.

Proof. Denote by aj(δ) = cap(Ej(2δ),Ω) the relative capacity of the set
Ej(2δ) = {uj + 2δ ≤ u}. The set Ej(2δ) is compact in view of our assumptions.
Let us denote by vj the relative extremal function of the set Ej(2δ). By Theorem
1.20

∫

Ej(2δ)

(ddcvj)
n = aj(δ).

Observe that for V = {uj ≤ δvj + u− δ} the following inclusions hold

Ej(2δ) ⊂ V ⊂ Ej(δ).

Applying the comparison principle we thus get

(4.9)

aj(δ)δ
n ≤

∫

Ej(2δ)

[ddc(δvj + u)]n ≤

∫

V

(ddcuj)
n

≤

∫

Ej(δ)

fj dV.

Hence for any M > 0 and u+ := max(u, 0) we have

(4.10)

aj(δ)δ
n+1 ≤

∫

Ω

(u− uj)+fj dV

=

∫

{fj>M}

(u− uj)+fj dV +

∫

{fj≤M}

(u− uj)+fj dV

≤ max
Ω

(u− uj)+

∫

{fj>M}

fj dV +M

∫

Ω

(u− uj)+ dV

≤ max
Ω

(u− uj)+
M

ψ(M)

∫

Ω

ψ(fj) dV +M

∫

Ω

(u− uj)+ dV.

For the last inequality we use the assumption that ψ(x)
x is increasing. Fix ǫ > 0. By

the previous lemma, applied for v = 0, there exists c1 > 0 such that w ≥ −c1 for
any w ∈ F(A, h) with w ≥ u on ∂Ω. So, in view of our assumptions the quantities

max
Ω

(u− uj)+

∫

Ω

ψ(fj) dV

are uniformly bounded. Using the assumptions on ψ we can make M
ψ(M) arbitrarily

small by taking M big enough. We choose M so that the first term on the right
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hand side (4.10) is less than ǫ/2 for any j. Since uj → u in L1(Ω) (see e.g. [H1])
the other term is less than ǫ/2 for j > j0. Therefore

aj(δ) ≤ ǫδ−n−1 for j > j0.

Suppose for a while that Ej(3δ) were nonempty. Then, applying Lemma 4.3 we
would get

δ ≤ κ(aj(δ)) ≤ κ(ǫδ−n−1), j > j0.

Since, by the assumption on h we have lims→0 κ(s) = 0 the last inequality yields
a contradiction if we take ǫ small enough. Thus Ej(3δ) is empty for j > j0 which
together with Hartogs’ lemma implies the uniform convergence of the sequence uj .

Theorem 4.5. For ψ as in the previous theorem the set P(A, h, ψ, c0;ϕ) is
equicontinuous.

Proof. Arguing by contradiction suppose that for some ǫ > 0, uj ∈ F(A, h)∩
Lψ(c0) and two sequences zj , wj of points in Ω we had ||zj − wj || < j−1 and
uj(zj) − uj(wj) > ǫ. Since P(A, h, ψ, c0;ϕ) is uniformly bounded (due to Lemma

4.3), one can pick subsequences zjk , wjk converging to z ∈ Ω and ujk converging in

L1 norm to u ∈ PSH(Ω) ∩ C(Ω). By Theorem 4.4 ujk converges uniformly. Thus
for k large enough we have the following inequalities

|u(zjk)− u(z)| < ǫ/4,

|u(wjk)− u(z)| < ǫ/4,

|ujk(zjk)− u(zjk)| < ǫ/4,

|ujk(wjk)− u(wjk)| < ǫ/4.

Combined they yield

|ujk(zjk)− ujk(wjk)| < ǫ,

which contradicts the choice of the sequences. The proof is completed.

Theorem 4.6. For any f ∈ Lψh(c0) the Dirichlet problem (∗) has a solution.

Proof. Set h1(x) = min(h(x), x + 1). Then, by Lemma 4.2, for some A > 0
we have

Lψh(c0) ⊂ Lψh1 (c0) ⊂ F(A, h1).

Take a sequence of continuous functions fj ∈ Lψh(c0) tending to f in L1. The
sequence uj of solutions of (∗) of with fj in place of f (obtained in Theorem 3.6)
is uniformly bounded by Lemma 4.3. From the previous theorem we can therefore
conclude that, after passing to a subsequence, uj is uniformly convergent to a
continuous plurisubharmonic function u. From the convergence theorem it follows
that

(ddcu)n = f dV

which completes the proof.
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Example. Take ψ(t) = |t|(log(1+|t|))n(1+log(1+log(1+|t|)))m,m > n. Then,
by Lemma 4.2, the Dirichlet problem (∗) is solvable for any f ∈ Lψ(c0).On the other
hand, if χ(t) = |t|(log(1+|t|))m,m < n then by the result of Persson [P], the Monge-
Ampère equation admits unbounded solutions with pointwise singularities for some
radially symmetric densities from Lχ. Indeed, one may verify that the function
f(z) = |z|−2n log−k 2|z|−1 belongs to Lχ(B) for k > m + 1 and the corresponding
solution is equal −∞ at 0 for k < n+ 1.

Example. For any p > 1 we have Lp(Ω) ⊂ Lψ(Ω), where ψ is the function
from the previous example. Thus for f ∈ Lp, p > 1 the equation (∗) is solvable.

How subsolutions lead to solutions

Let us consider the Dirichlet problem in a strictly pseudoconvex domain where
we admit bounded plurisubharmonic solutions.

(∗∗)

u ∈ PSH ∩ L∞(Ω),

(ddcu)n = dµ,

lim
ζ→z

u(ζ) = ϕ(z) for z ∈ ∂Ω.

Theorem 4.7. If there exists a subsolution for the Dirichlet problem (∗∗) then
the problem is solvable.

Proof. Let us first state some additional assumptions and observe that by
doing this we do not affect the generality of the proofs. It is enough to consider only
measures µ which have compact support. Then, given non-compactly supported
measure µ one can find solutions corresponding to χjµ, where χj is a non-decreasing
sequence of cut-off functions χj ↑ 1 on Ω. The solutions will be bounded from below
by the given subsolution (due to the comparison principle) and they will decrease
to the solution for µ by the convergence theorem.

Next, the subsolution v given by the hypothesis can be modified so that the
function is defined in a neighbourhood of Ω, and limζ→z v(ζ) = 0 for any z ∈ ∂Ω.
Furthermore, using the balayage procedure, one can make the support of dν :=
(ddcv)n compact in Ω. For such v one can define the regularizing sequence wj ↓ v in
the closure of Ω. Let (ddcwj)

n = gj dV. By Theorem 3.6 there exits vj ∈ PSH(Ω)∩

C(Ω), vj = 0 on ∂Ω and such that (ddcvj)
n = gj dV. Since |vj − wj | attains its

maximum on ∂Ω and wj tends to 0 uniformly on the boundary we conclude that
vj → v uniformly on each compact set where the restriction of v is continuous.
Thus it is convergent with respect to capacity.

By the Radon-Nikodym theorem dµ = h dν, 0 ≤ h ≤ 1. Applying Theorem 4.6
we solve the following Dirichlet problem











uj ∈ PSH(Ω) ∩ C(Ω)

(ddcuj)
n = hgj dV

uj(z) = ϕ(z) for z ∈ ∂Ω.

As we shall see the function u = (lim supuj)
∗ solves the equation (∗∗). Passing to

a subsequence we assume that uj converge in L1(Ω).
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Lemma 4.8. The function u defined above solves the Dirichlet problem (∗∗)
provided that for any a > 0 and any compact K ⊂ Ω we have

(4.11) lim
j→∞

∫

Ej(a)∩K

(ddcuj)
n = 0, where Ej(a) := {u− uj ≥ a}.

Proof. Indeed, if (4.11) holds then for any s one can find j(s) such that

∫

Ej(1/s)∩K

(ddcuj)
n < 1/s, j ≥ j(s).

Set ρs := max(uj(s), u− 1/s). Then (ddcρs)
n = (ddcuj(s))

n on (intK) \Ej(s)(1/s),
and so the above inequality implies that any accumulation point of {(ddcρs)

n}
is ≥ dµ on intK. On the other hand, by the definition of ρs and a version of
the Hartogs lemma given in Theorem 4.1.9 from [H1] ρs → u uniformly on any
compact E such that u|E is continuous. So it follows from Theorem 1.13 that ρs
converge to u with respect to capacity. Therefore applying Theorem 1.11 we obtain
(ddcρs)

n → (ddcu)n, and further

(4.12) (ddcu)n ≥ dµ.

To get the reverse inequality note that ρs = uj(s) on a neighbourhood of ∂Ω since
all the uj ’s (and therefore u as well) are bounded from above by the solution
of the homogeneous Monge-Ampère equation with the same boundary data, and
this solution is continuous in the closure of Ω. Hence, due to the Stokes theorem,
∫

Ω
(ddcρs)

n =
∫

Ω
(ddcuj(s))

n. By the construction, the integrals on the right tend

to
∫

Ω
dµ, so the measures in (4.12) must be equal. Thus the lemma follows.

Lemma 4.9. Suppose that uj do not fulfil the hypothesis of the previous lemma,
and so, after passing to a subsequence (which does not change u since uj converge
in L1) we have

∫

Ej(a0)

(ddcuj)
n > A0, A0 > 0, a0 > 0.

Then there exist am > 0, Am > 0, k1 > 0 such that

(4.13)

∫

Ej(am)

(ddcvj)
n−m ∧ (ddcvk)

m > Am, j > k > k1.

Proof. We shall proceed by induction over m. For m = 0 the statement holds
by the hypothesis. We assume that (4.13) is true for some fixed m < n and now
we shall prove it for m+ 1.

Let us observe that by the CLN inequalities there exists C > 0 such that

(4.14)

∫

Ω

T ≤ C,

for currents T which are wedge products of ddcvj or dd
cuj . Indeed, we can extend

all the functions involved to a slightly larger domain as it was done in Chapter 3
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and apply CLN inequalities. We also assume that those functions have L∞ norm
bounded by one.

Denote by T = T (j, k,m) the current (ddcvj)
n−m−1 ∧ (ddcvk)

m. For fixed ǫ ∈

(0, amAm

4C+4 ) we choose an open set U such that

cap(U,Ω) < ǫ/2n+1,

and both u and v are continuous on Ω \U. Note that, assuming for simplicity, that
−1 < vj , uj < 0, we have

(4.15)

∫

U

(ddc(vj + vk))
n ≤ 2ncap(U,Ω) < ǫ/2.

Moreover one can replace vj by uj in this inequality. Then for k > k0 and we have

(4.16)
vk ≤ v + ǫ,

uk ≤ u+ ǫ,

on Ω \U. Indeed, the inequalities are valid in a neighbourhood of ∂Ω because all uj
(resp. vj) are bounded from above by the maximal function in Ω with boundary
data ϕ (resp. 0). On the remaining part of Ω\U one obtains (4.16) by the Hartogs
lemma. Set

J ′(j, k) :=

∫

Ω

(u− uj)dd
cvj ∧ T,

J(j, k) :=

∫

Ω

(u− uj)dd
cvk ∧ T, j > k > k0.

Integrating by parts we get

J ′(j, k)− J(j, k) =

∫

Ω

(vj − vk)dd
c(u− uj) ∧ T =

∫

Ω\U

...+

∫

U

... .

Since vj → v uniformly away from U one can find k1 > k0 such that ||vj − vk|| <
ǫ/2C on Ω\U for j > k > k1. Thus, using (4.14) and (4.15), we conclude that each
integral on the right hand side does not exceed ǫ/2 for such j, k. So

(4.17) J ′(j, k)− J(j, k) ≤ ǫ ≤
amAm

4
, j > k > k1.

Using the induction hypothesis, (4.14), (4.15), and (4.16) we have

J ′(j, k) ≥ am

∫

Ej(am)

ddcvj ∧ T − ǫ

∫

Ω\U

ddcvj ∧ T −

∫

U

ddcvj ∧ T

≥ am

∫

Ej(am)

ddcvj ∧ T − ǫ(C + 1) ≥ amAm − ǫ(C + 1) ≥
3amAm

4
,

for j > k > k2 > k1. Combined with (4.17) this gives

(4.18) J(j, k) ≥
amAm

2
, j > k > k2.
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Fixing d > 0 one can estimate J(j, k) from above as follows

J(j, k) ≤

∫

{uj<u−d}

ddcvk ∧ T + d

∫

Ω

ddcvk ∧ T

≤

∫

{uj<u−d}

ddcvk ∧ T + dC.

Setting am+1 := d = amAm

4C in the last formula and combining it with (4.18) we
finally arrive at

∫

Ej(am+1)

ddcvk ∧ T ≥
amAm

4
:= Am+1, j > k > k2,

which concludes the proof of the inductive step. Thus the lemma follows.
Now we shall prove Theorem 4.7 reasoning by contradiction. So, suppose the

hypothesis of Lemma 4.9 is valid. Then using its statement for m = n we can fix
k > k1 such that

∫

Ej(an)

(ddcvk)
n > An if j > k.

Since, by the construction, (ddcvk)
n ≤MkdV for some Mk > 0 one infers from the

last inequality that

V (Ej(an)) ≥M−1
k

∫

Ej(an)

(ddcvk)
n >

An
Mk

, j > k,

which contradicts the fact that uj → u in L1
loc. Thus the theorem follows.

Notes. The main results of this section come from [ KO1][KO2][KO3][KO5].
The proof of Theorem 4.7 is considerably simplified. The improved estimate of
Lemma 4.1 has been shown (in a different way) by Kiselman [KI2] and Zeriahi
[ZE].



CHAPTER 5

The Monge-Ampère Equation

for Unbounded Functions

Applying Proposition 1.7 we have defined

ddcu1 ∧ ddcu2 ∧ ... ∧ ddcuk

for any collection of locally bounded psh functions. For unbounded psh functions
the matter becomes complicated as the following example from [KI1] shows

Example. The function

u(z) = (− log |z1|)
1/2(|z′|2 − 1)

for z = (z1, z
′) ∈ C× C

n−1 is psh in a neighbourhood of the origin but
∫

B(0,r)\L

(ddcu)n = ∞

for L = {z : z1 = 0} and r > 0.

However, the Monge-Ampère operator can be defined on some classes of psh
functions in such a way that (ddcu)n is locally finite and that it is continuous
with respect to monotone sequences of psh functions. Throughout this section
Ω will denote a fixed hyperconvex domain in C

n. Recall that a domain is called
hyperconvex if there exists nonzero u ∈ PSH(Ω) ∩ C(Ω) such that u = 0 on ∂Ω.
The set of such functions satisfying

∫

Ω
(ddcu)n < ∞ we denote by E .

Fact. E is a convex cone.

Definition. We say that a plurisubharmonic function u belongs to Fp if there
exists uj ∈ E with uj ↓ u, supj

∫

Ω
(−uj)

p(ddcuj)
n < ∞ and supj

∫

Ω
(ddcuj)

n < ∞.
If the sequence uj fulfils the above conditions but the last one then u belongs to Ep.

Fact. E ⊂ Fp ⊂ Ep, Fq ⊂ Fp for q > p.

The following estimate is crucial for the sequel.

Theorem 5.1. For u, v ∈ E and p ≥ 1
∫

Ω

(−u)p(ddcu)j ∧ (ddcv)n−j

≤C(j, p)(

∫

Ω

(−u)p(ddcu)n)(p+j)/(n+p)(

∫

Ω

(−v)p(ddcv)n)(n−j)/(n+p)

with C(j, p) = 1 if p = 1 and C(j, p) = p(p+ j)(n− j)/(p− 1) otherwise.

41
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Proof (sketch). Suppose

∫

Ω

(ddcu)j ∧ (ddcv)n−j < ∞,

and denote

xj = log

∫

Ω

(−u)p(ddcu)j ∧ (ddcv)n−j ,

yj = log

∫

Ω

(−v)p(ddcu)n−j ∧ (ddcv)j .

Applying integration by parts (which is justified by using the additional assumption,
see [CP]) and Hölder’s inequality one gets

exj = −

∫

dv ∧ dc(−u)p ∧ (ddcu)j ∧ (ddcv)n−j−1

=

∫

vddc(−u)p ∧ (ddcu)j ∧ (ddcv)n−j−1

= p(p− 1)

∫

v(−u)p−2du ∧ dcu ∧ (ddcu)j ∧ (ddcv)n−j−1

+ p

∫

(−v)(−u)p−1(ddcu)j+1 ∧ (ddcv)n−j−1

≤ p

∫

(−v)(−u)p−1(ddcu)j+1 ∧ (ddcv)n−j−1

≤ (p

∫

(−v)p(ddcu)j+1 ∧ (ddcv)n−j−1)1/p

× (p

∫

(−u)p(ddcu)j+1 ∧ (ddcv)n−j−1)(p−1)/p.

Take logarithms of both sides to obtain the system of inequalities

xj ≤
p− 1

p
xj+1 +

1

p
yn−j−1 + log p

yj ≤
p− 1

p
yj+1 +

1

p
xn−j−1 + log p.

The system in matrix notation is given by

(5.1) A(x0, y0, ..., xn, yn)
T ≤ log p(1, 1, ..., 1)T ,

where A = (ajk), j = 1, ..., 2n; k = 1, ..., 2n + 2 has coefficients ajj = 1, aj,j+2 =
(1−p)/p, aj,2n−j+1 = −1/p for j = 1, ..., 2n. Removing from A the last two columns
we obtain 2n× 2n matrix denoted by C. After showing that C has an inverse with
nonnegative coefficients we shall multiply the system by C−1 reducing it to the
row-echelon form. To invert C consider the system of equations

C(x0, y0, ..., xn−1, yn−1)
T = (b0, c0, ..., bn−1, cn−1)

T

and compute xj , yj which turn out to be linear combinations of b′js and c′js with

nonnegative coefficients. The same calculation shows that C−1A is equal to the 2n×
2n identity matrix complemented by two last columns given by 1

p+n (A0, ..., An−1)
T
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where Aj = (ajkl) is 2 × 2 matrix with aj11 = aj22 = p + j and aj12 = aj21 = n − j
Multiplying (5.1) by C−1 one obtains (by calculation)

xj −
p+ j

p+ n
xn −

n− j

p+ n
yn ≤

(p+ j)(n− j)

p− 1
log p

yj −
n− j

p+ n
xn −

p+ j

p+ n
yn ≤

(p+ j)(n− j)

p− 1
log p.

This gives the assertion for p > 1 and passing to the limit for p = 1.
To get rid of the extra assumption from the beginning of the proof one applies

the above reasoning to the standard regularizations uj , vj of u and v on slightly
smaller domains Ωj . It turns out that the integrals from the statement are the
limits of analogous integrals for uj , vj ,Ωj . We refer to [CP] for details.

The following two facts can easily be deduced from Theorem 5.1.

Fact. Ep and Fp are convex cones.

Fact. Ep and Fp are closed with respect to the operation of taking maximum
of a finite number of functions.

Theorem 5.2. Suppose u ∈ PSH(Ω) is the limit of a decreasing sequence uj ∈
E such that a = supj

∫

Ω
(−uj)

p(ddcuj)
n < ∞. Then (ddcuj)

n is weakly convergent
to a measure dµ which is independent of the choice of uj satisfying the condition
above. Thus one can define (ddcu)n = dµ.

Proof. Take a nonnegative test function χ with ||χ|| = 1. We shall use the
notation

v[k := max(v,−k).

Since uj = uj[k on {uj > −k} we get

|

∫

χ[(ddcuj)
n − (ddcuj[k)

n]| ≤

∫

{uj≤−k}

χ[(ddcuj)
n + (ddcuj[k)

n]

≤k−p

∫

{uj≤−k}

kp[(ddcuj)
n + (ddcuj[k)

n]

≤k−p

∫

(−uj)
p(ddcuj)

n + (−uj[k)
p(ddcuj[k)

n

≤2ak−p.

Hence, by the convergence theorem, if dµ is the weak limit of a subsequence of
(ddcuj)

n then

|

∫

χ(dµ− (ddcu[k)
n| ≤ 2ak−p,

which gives the statement.

Theorem 5.3. For uj ∈ Ep, uj ↑ u we have u ∈ Ep and

lim
j→∞

(ddcuj)
n = (ddcu)n.

Proof. Use the estimate from the previous proof and Theorem 1.15.
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Theorem 5.4 (Comparison Principle). If p ≥ 1 and u, v ∈ Fp then
∫

{u<v}

(ddcv)n ≤

∫

{u<v}

(ddcu)n.

Proof. Using the fact that u, v ∈ Fp one can find U0 with cap(U0,Ω) < ǫ and
∫

U0

(ddcuj)
n + (ddcvj)

n < ǫ

for any j, where uj , vj are continuous and uj ↓ u, vj ↓ v. Then after incorporating
U0 into U we may repeat the proof of Theorem 1.16.

Corollary. If p ≥ 1, u, v ∈ Fp and (ddcu)n ≤ (ddcv)n then v ≤ u in Ω.

Following Cegrell [C2] one can now characterize the measures for which the
Dirichlet problem has a solution in Fp.

Theorem 5.5. Let µ be a positive measure with finite total mass in Ω. Then
there exists a unique u ∈ Fp solving

(ddcu)n = dµ

if and only if for some positive A the following inequality holds

(5.2)

∫

(−u)p dµ ≤ A(

∫

(−u)p(ddcu)n)
p

n+p ,

for any u ∈ E .

Proof. We begin with a version of Lemma 4.8.

Lemma 5.6. If uj ∈ E is a sequence converging a.e. to u ∈ PSH(Ω) with

sup
j

∫

Ω

(−uj)
p(ddcuj)

n < ∞

and

lim
j→∞

∫

|u− uj |(dd
cuj)

n = 0,

then

lim
j→∞

(ddcuj)
n = (ddcu)n.

Proof. The proof of Lemma 4.8 applies except that we do not know in advance
that ρs is uniformly bounded. So, to ensure that ρs → u with respect to capacity
we need to use the assumption

sup
j

∫

Ω

(−uj)
p(ddcuj)

n < ∞

to conclude that

lim
k→∞

sup
s

∫

{ρs<−k}

(ddcρs)
n = 0.

To this end we need the following proposition.



5. THE MONGE-AMPÈRE EQUATION FOR UNBOUNDED FUNCTIONS 45

Proposition. If u, v ∈ E1 and v ≤ u then
∫

(−u)(ddcu)n ≤

∫

(−v)(ddcv)n.

Proof. Use repeatedly the inequality which follows from integration by parts
formula

∫

(−u)(ddcu)n−k ∧ (ddcv)k ≤

∫

(−v)(ddcu)n−k ∧ (ddcv)k

=

∫

(−u)(ddcu)n−k−1 ∧ (ddcv)k+1.

Applying this inequality for u = ρs and v = uj(s) we get the desired estimate

k

∫

{ρs<−k}

(ddcρs)
n ≤

∫

(−ρs)(dd
cρs)

n ≤

∫

(−uj(s))(dd
cuj(s))

n.

Lemma 5.7. Let µ be a nonnegative compactly supported measure that satisfies
(5.2) for p > n/(n− 1) and let uj ∈ E be a sequence with supj

∫

Ω
(ddcuj)

n = a < ∞

that converges a.e. to u ∈ PSH(Ω). Then limj

∫

uj dµ =
∫

u dµ.

Proof. A simple measure theoretic argument shows that limj

∫

uj dµ ≤
∫

u dµ,
thus we need to prove limj

∫

uj dµ ≥
∫

u dµ. Passing to a subsequence one can as-

sume that limj

∫

uj dµ = limj

∫

uj dµ. Set E(j, k) = {uj < −k}∩supp µ and denote
by ujk the relative extremal function of this set. By the assumptions

∫

E(j,k)

dµ ≤ A(

∫

E(j,k)

(ddcujk)
n)

p

n+p .

By the comparison principle (Theorem 5.4)

k−n

∫

E(j,k)

(ddcujk)
n ≤ 2n

∫

{2uj<kujk}

(ddcuj)
n ≤ 2na.

Combining the above two inequalities we get
∫

E(j,k)

dµ ≤ A(2na)
p

n+p k
−np

n+p .

Since we assumed p > n/(n−1) we have q := np
n+p > 1. Thus applying the previous

estimate one obtains
∫

E(j,2k)

(−uj) dµ =

∞
∑

s=k

∫

{−2s+1<uj≤−2s}

(−uj) dµ

≤ A(2na)
p

n+p

∞
∑

s=k

2s+1

2qs
=: ck.

Hence

lim
k→∞

sup
j

∫

E(j,2k)

(−uj) dµ = 0

and
∫

Ω

(−uj) dµ ≤ 2k
∫

Ω

dµ+ ck.
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Thus supj
∫

(−uj) dµ < ∞. Having those estimates it is enough to show that

lim
j→∞

∫

uj[k dµ =

∫

u[k dµ

or just assume that uj are uniformly bounded. Then the sequence is also bounded
in L2(dµ), so, passing to a subsequence one can find v ∈ L2(dµ) with vk :=

k−1
∑k

1 uj → v in L2(dµ). Extracting a subsequence of vk we also get vks
→ v

dµ a.e. From a.e. convergence of uj to u we obtain that vks
→ u a.e. with respect

to the Lebesgue measure. Therefore (sups>t vks
)∗ ↓ u as t → ∞. Then

lim
j

∫

uj dµ = limj

∫

uj dµ = lim
s→∞

∫

vks
dµ =

∫

v dµ

= lim
t→∞

∫

(sup
s>t

vks
)∗dµ =

∫

u dµ.

The proof is completed.

Proof of Theorem 5.5. Case p > n
n−1 . As in the proof of Theorem 4.7 one

can show that it is enough to prove the statement for µ compactly supported. For
such µ we define a regularizing sequence µj . Let I0 denote a unit cube containing
Ω and let us consider a sequence Bj of subdivisions of I0 into 32sn congruent open
cubes of equal size which are pairwise disjoint but their closures cover I0. It is no
restriction to assume that for each j we have µ(∪I∈Bj

∂I) = 0. Set

µj := fjdV, fj(z) :=
µ(I ∩ Ω)

V (I ∩ Ω)
if z ∈ I ∈ Bj ,

(for z ∈ ∂I we put fj(z) = 0).
By Theorem 4.6 one can solve the following Dirichlet problem











uj ∈ PSH(Ω) ∩ C(Ω)

(ddcuj)
n = fjdV

uj(z) = 0 for z ∈ ∂Ω.

First we are going to show that uj is bounded in L1
loc. Set rj = n3−j and cj =

[V (B(0, rj)]
−1. Then for z ∈ I ∈ Bj we have I ⊂ B(z, rj). By subharmonicity

uj(z) ≤ cj

∫

B(z,rj)

uj dV ≤ cj

∫

I

uj dV.

Hence, via Fubini’s theorem
∫

I

uj dµ ≤ (sup
I

uj)

∫

I

fj dV ≤ cj(

∫

I

uj dV )(

∫

I

fj dV )

≤cjV (I)

∫

I

uj dµj .

Thus
∫

(−uj) dµj ≤ const.
∫

(−uj) dµ and the last integral is uniformly bounded by
the previous proof. Applying this estimate and Theorem 5.1 with u = uj and some
fixed strictly plurisubharmonic function v we conclude that ||uj ||L1 is bounded on
any compact subset of Ω. Therefore, passing to a subsequence, we may consider uj

to be convergent to u a.e. in dV.
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Our next objective is to prove that (ddcuj)
n → (ddcu)n. To this end we define

the ”error term”

vj(z) = cj

∫

B(0,rj)

|u(z + w)− uj(z + w)| dV,

with rj , cj introduced above. Setting ũj := (supj≤k uk)
∗ we estimate this term as

follows:

vj(z) ≤ cj

∫

B(0,rj)

|u(z + w)− ũj(z + w)|+ |ũj(z + w)− uj(z + w)| dV (w)

≤ cj

∫

B(0,rj)

ũj(z + w)− u(z + w) dV (w)

+ cj

∫

B(0,rj)

ũj(z + w) dV (w)− cj

∫

B(0,rj)

uj(z + w) dV (w)

≤ cj

∫

B(0,rj)

ũj(z + w)− u(z + w) dV + sup
B(0,rj)

ũj(·+ z)− uj(z).

From the Lebesgue monotone convergence theorem we conclude that vj(z) → 0 a.e.
in dV. Thus, by Lemma 5.7 we have limj

∫

vj dµ = 0.
Now, observe that by Fubini’s theorem
∫

|u− uj |(dd
cuj)

n =
∑

I∈Bj

∫

I

|u− uj |fj dV

≤
∑

I∈Bj

1

V (I)

∫

I

dµ

∫

I

|u− uj | dV ≤
∑

I∈Bj

1

cjV (I)

∫

I

vj dµ = const.

∫

vj dµ → 0.

We have thus verified that the assumptions of Lemma 5.6 are fulfilled and therefore

(ddcu)n = lim
j→∞

(ddcuj)
n = dµ.

We need yet to prove that u ∈ Fp. If one denotes by χk the characteristic
function of the set {u ≥ −k} then by Theorem 1.18 (ddcu[k)

n ≥ χkdµ. Ap-
plying Theorem 4.7 we now get a bounded plurisubharmonic function vk with
limw→z vk(w) = 0, z ∈ ∂Ω and such that (ddcvk)

n = χkdµ. By the assumptions
∫

(−vk)
p(ddcvk)

n ≤

∫

(−vk)
p(ddcu)n ≤ A(

∫

(−vk)
p(ddcvk)

n)
p

n+p ,

and so

(5.3)

∫

(−vk)
p(ddcvk)

n ≤ A
n+p

n .

Hence u = lim vk ∈ Fp.
Case p ≥ 1.
Fix q > n/(n− 1), a compact K containing supp µ and a constant C satisfying

(5.4) C > C(0, q) cap
n

n+q (K,Ω),

where C(0, q) comes from Theorem 5.1. Let us consider the set of measures

M = {ν ≥ 0, supp ν ⊂ K,

∫

(−u)q dν ≤ C(

∫

(−u)q(ddcu)n)
q

n+q for u ∈ E}
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and the set N associated to some ν0 ∈ M

N ={ν ≥ 0, supp ν ⊂ K,

∫

dν = 1,

∫

(−u)q dν ≤ C(1/D1 + 1/D2)(

∫

(−u)q(ddcu)n)
q

n+q for u ∈ E}

where D1 = sup{
∫

dν, ν ∈ M} and D2 =
∫

dν0. Then for ν ∈ M

(1/D1D2)[(D1 −

∫

dν)ν0 +D2ν] ∈ N.

It is easy to check thatN is weak∗ - compact and convex set of probability measures.
By a version of Radon-Nikodym theorem from [R] there exists ν ∈ N and f ∈
L1(dν) such that νs = µ− f dν is nonnegative and orthogonal to N . If E ⊂ K and
cap(E,Ω) > 0 then by Theorem 5.1 and (5.4) (ddcu∗

E)
n ∈ M . Thus there exists

a measure in N which does not vanish on E. Since νs is orthogonal to N and, by
(5.2), µ puts no mass on pluripolar sets one concludes that νs = 0 and µ = f dν.
By the first part of the proof one can find uk ∈ Fq with (ddcuk)

n = fk dν, where
fk = min(f, k). The sequence uk is decreasing and the same argument as the one
leading to (5.3) shows that u = limuk belongs to Fp.

Corollary 5.8. If µ is a nonnegative compactly supported measure in Ω sat-
isfying

µ(K) ≤ Acap
p

n (K,Ω),

for some p > 1, A > 0 and any compact regular K ⊂ Ω then there exists u ∈ F1

such that (ddcu)n = dµ.

Proof. As in the proof of Lemma 5.7 we first show that
∫

E(j,k)

dµ ≤ const.k
−np

n+p ,

(where E(j, k) = {uj < −k} ∩ supp µ and uj is the sequence constructed in the
preceding proof) and then

sup
j

∫

(−uj) dµ < ∞.

Having this we may continue as in the proof of Theorem 5.5 proving that (ddcuj)
n →

(ddcu)n and u = (lim supuj)
∗ ∈ F1.

Theorem 5.9. The Dirichlet problem (∗) has a continuous solution for any
dµ ∈ F(A, h) with admissible h.

Proof. Fix an exhaustion sequence Kj of compact sets in Ω = ∪Kj . De-
note by χj the characteristic function of Kj . It is clear that χjdµ satisfies the
assumptions of Corollary 5.8 with (for instance) p = n. Thus we get uj ∈ F1 sat-
isfying (ddcuj)

n = χjdµ. Similarly, denoting by χjk the characteristic function of
Kj ∩ {uj ≥ −k} we can find ujk ∈ F1 solving

(ddcujk)
n = χjkdµ.
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Now, functions ujk are bounded by the argument from the proof of Theorem 5.5.
Since the family of measures χjkdµ fulfils the hypothesis of Lemma 4.3 with the
same function h and the same constant A, we have by Lemma 4.3 a uniform bound

||ujk|| < B,

for all these solutions. Thus in particular the functions uj = limk ujk are bounded
and so is u = limj uj (the limits exist since the sequences are monotone due to the
comparison principle). From the convergence theorem it now follows that

(ddcu)n = dµ.

The boundary values of u are equal to 0 (see the definition of F1). To get the general
case, consider v = u + uφ, where uφ is the function which solves (ddcuφ)

n = 0
with the given boundary data φ. The function v is a subsolution for the Dirichlet
problem in the statement of Theorem 4.7. Applying Theorem 4.7 one gets the
desired solution.

We need yet to prove the continuity of u. To do this we shall apply Lemma
4.3 once more. Since ϕ is continuous one can find for any given δ > 0 a compact
K ⊂ Ω such that uj < u + δ on ∂K, where uj is the standard regularization for
u. Then the capacity of the set {uj > u + 2δ} tends to 0 as j goes to infinity (see
Proposition 1.12). Thus for j large enough the right hand side in (4.5) is less than
δ when applied for v = uj which yields a contradiction unless the set {uj > u+2δ}
is empty.

Notes. This section is based on Cegrell’s work [C2]. Theorem 5.5 also holds for
nonzero continuous boundary data (see [C2]) but the proof requires the main result
from [CKNS] which is beyond the scope of this paper. The important estimate
from Theorem 5.1 is due to Cegrell and Persson [CP]. Theorem 5.9 comes from
[KO4].



CHAPTER 6

The Complex Monge-Ampère Equation

on a Compact Kähler Manifold

Let us consider a compact n-dimensional Kähler manifold M equipped with
the fundamental form

ω =
i

2

∑

k,j

gkj̄dz
k ∧ dz̄j .

By the definition of a Kähler manifold (gkj̄) is a positive definite Hermitian matrix
and dω = 0. The volume form associated to the Hermitian metric is given by n-th
wedge product of ω multiplied by 1/n!. For the introduction to Kähler manifolds
we refer to [D3].

We shall study the Monge-Ampère equation

(6.1) (ω + ddcϕ)n = f ωn,

where ϕ is the unknown function such that ω + ddcϕ is a nonnegative (1,1) form.
The given nonnegative function f ∈ L1(M) is normalized by the condition

∫

M

f ωn =

∫

M

ωn.

Since, by the Stokes theorem, the integral over M of the right hand side is equal
to

∫

M
ωn, this normalization is necessary for the existence of a solution.

Equation (6.1) has the following geometrical meaning when f is smooth and
positive. Given the volume form fωn on M we look for a Kähler metric (repre-
sented by the fundamental form ω + ddcϕ) which yields this volume form. More
interestingly, as a short calculation shows (see [A1] [A2] [TI] [Y]), equation (6.1)
arises when given a closed (1, 1) form τ representing the first Chern class of M
we want to find a Kähler form ω′ such that τ = Ricc(ω′) (the Ricci form of ω′)
and ω′ lives in the same Chern class as τ. E. Calabi conjectured that this is always
possible. He also proved in [C] the uniqueness of such ω′ which is equivalent to the
fact that any two solutions of (6.1) differ by a constant. The Calabi conjecture was
confirmed by S.-T. Yau [Y] who proved the following theorem.

Theorem 6.1. Let f > 0, f ∈ Ck(M), k ≥ 3. Then there exists a solution to
(6.1) belonging to Hölder class Ck+1,α(M) for any 0 ≤ α < 1.

For its proof we refer to [Y]. In this section we shall generalize the existence
part of this result.

51
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Preliminaries

We work throughout on a compact Kähler manifold M with a fundamental
form ω and assume

∫

M

ωn = 1.

Denote by || · ||p the norm in Lp(M) for p ∈ [1,∞].
For the sake of brevity we shall write

ωϕ = ω + ddcϕ

and call a continuous function ϕ ω-plurisubharmonic (ω-psh in short) if ωϕ ≥ 0.
The set of such functions will be denoted by PSH(ω).

If in an open subset ofM there exists a potential function v satisfying ω = ddcv
then for ω-psh ϕ the function v+ϕ is a true plurisubharmonic function. Thus such
properties of plurisubharmonic functions as Hartogs’ lemma or the theorem saying
that the weak convergence implies convergence in Lploc (see e.g. [H2]) hold also for
ω-psh functions. The same goes for the convergence theorems from Chapter 1.

For a Borel set E ⊂M one can define a capacity

capω(E) = sup{

∫

E

ωnϕ : ϕ ∈ PSH(ω), 0 ≤ ϕ ≤ 1}.

Let us consider two open finite coverings {Vs}, {V ′
s}, s = 1, 2, ..., N of M such

that V̄ ′
s ⊂ Vs and in each strictly pseudoconvex Vs there exists vs ∈ PSH(Vs) with

ddcvs = ω and vs = 0 on ∂Vs. Given a compact set K ⊂ M define Ks = K ∩ V ′
s .

We are going to show that capω(K) is comparable with cap′ω(K) =
∑

s cap(Ks, Vs),
where cap(K,V ) denotes the relative capacity from Chapter 1. We know that

cap(K,V ) := sup{

∫

K

(ddcu)n, u ∈ PSH(V ), u ≤ 0, u ≤ −1 on K}

=

∫

K

(ddcu∗K,V )
n,

For fixed s put ϕs = uKs,Vs
− vs. Then ϕs ≥ −1 on Ks and ϕs = 0 on ∂Vs. One

can find ψs ∈ PSH(ω) ∩ C∞(M) such that ψs = 0 outside Vs and ψs ≤ −3δ < 0,
δ < 1/2, on V ′

s with the same δ for all s. (To see this just take any smooth ψ′
s

which is equal to 0 outside Vs and negative on V ′
s and choose ǫ > 0 so small that

ψs = ǫψ′
s is ω-psh.) Take χs which is equal to max(δϕs − δ, ψs) on Vs and equal

to 0 elsewhere on M. Note that this function is ω-psh and equal to δϕs − δ on a
neighbourhood of Ks. Therefore

∫

Ks

ωnχs
=

∫

Ks

[δωϕs
+ (1− δ)ω]n

≥ δn
∫

Ks

ωnϕs
= δn

∫

Ks

(ddcu∗Ks,Vs
)n = δncap(Ks, Vs).

So
capω(K) ≥ capω(Ks) ≥ δncap(Ks, Vs).
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By the definitions,

capω(K) ≤ (C1 + 1)n
∑

s

cap(Ks, Vs),

where C1 is chosen so that vs ≥ −C1 for any s. Indeed, let ϕ ∈ PSH(ω) with
−1 < ϕ ≤ 0. Then (C1+1)−1(ϕ+vs) is a competitor in the definition of cap(Ks, Vs).
So

(C1 + 1)−n
∫

K

ωnϕ ≤ (C1 + 1)−n
∑

s

∫

Ks

ωnϕ

≤
∑

s

cap(Ks, Vs)

which proves the preceding inequality. Thus we finally obtain

(6.2)
δn

N
cap′ω(K) ≤ capω(K) ≤ (C1 + 1)ncap′ω(K).

A sequence ϕj of functions defined in M is said to converge with respect to
capacity to ϕ if for any t > 0

lim
j→∞

capω({|ϕ− ϕj | ≥ t}) = 0.

The following lemma is shown in [D3] and the proof relies on Richberg’s ap-
proximation theorem [RI].

Lemma 6.2. If ϕ ∈ PSH(ω) and γ is a continuous (1, 1) form on M such
that ddcϕ ≥ γ (as currents) then given δ > 0 one can find a smooth function ψ
satisfying ϕ < ψ < ϕ+ δ and ddcψ ≥ γ − δω on M.

Next lemma is well known for smooth forms. We need a more general version
(cf. [D2]).

Lemma 6.3. Suppose g ∈ L1(M) and ϕ,ψ ∈ PSH(ω) satisfy

ωnϕ ≥ gωn, ωnψ ≥ gωn.

Then ωkϕ ∧ ωn−kψ ≥ gωn.

Proof. The statement is local and so it is equivalent to the following one:
For u, v ∈ PSH(B) ∩ C(B) (B - a ball in C

n) satisfying

(ddcu)n ≥ g dV, (ddcv)n ≥ g dV

we have (ddcu)k ∧ (ddcv)n−k ≥ g dV , where g ∈ L1(B).
For smooth u, v and g > 0 it is a well known matrix inequality which follows

from concavity of the mapping A → log det1/nA defined on the set of positive
definite Hermitian matrices (see Corollary 7.6.9 in [HJ]). If u, v ∈ C1,1 then ddcu
and ddcv can be evaluated pointwise almost everywhere and so the statement follows
in that case too. Next we shall prove it for g ∈ L2(B). Let gj be a sequence of

smooth functions, positive on B and tending in L2(B) to g. Fix also two sequences
fj , hj of smooth functions on ∂B such that fj → u and hj → v uniformly on ∂B.
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Applying Theorem 3.5 one can find uj , vj ∈ PSH(B)∩C1,1(B) solving the Dirichlet
problems for the Monge-Ampère equation

(ddcuj)
n = gjdV, uj = fj on ∂B

(ddcvj)
n = gjdV, vj = hj on ∂B.

By Theorem 4.5 uj and vj tend uniformly to u and v respectively. Hence one can
apply the convergence theorem and the statement for C1,1 functions to the effect

(ddcu)k ∧ (ddcv)n−k = lim
j→∞

(ddcuj)
k ∧ (ddcvj)

n−k

≥ lim
j→∞

gj dV = g dV.

For the general case we take an increasing sequence gj ↑ g with gj ∈ L2(B) and
repeat the above argument using Theorem 4.6 to solve the suitable Dirichlet prob-
lems. Now the convergence of the approximating sequences is not uniform, but
the sequences are decreasing due to the comparison principle. So the convergence
theorem still applies in this case.

Comparison principle

Now we shall prove the comparison principle for the Monge-Ampère operator
on compact Kähler manifolds.

Theorem 6.4. If ϕ and ψ are ω-psh on M then for Ω = {ϕ < ψ} we have

∫

Ω

ωnψ ≤

∫

Ω

ωnϕ.

Proof. Suppose first that ϕ,ψ and the boundary of Ω are smooth. Set ϕt =
max(ϕ + t, ψ), t > 0. Then close to ∂Ω we have ϕt = ϕ + t. Define the (closed)
current

Tt =

n
∑

k=1

(

n

k

)

(ddcϕt)
k−1 ∧ ωn−k

and set T = limt→0 Tt. By Stokes’ theorem

∫

Ω

ωnϕt
=

∫

Ω

ddcϕt ∧ Tt + ωn =

∫

∂Ω

dcϕt ∧ Tt +

∫

Ω

ωn

=

∫

∂Ω

dcϕ ∧ T +

∫

Ω

ωn =

∫

Ω

ωnϕ.

Since ϕt ↓ ψ in Ω as t→ 0 we get applying the convergence theorem that

ωnϕt
→ ωnψ in Ω.

Hence for a test function χ in Ω with 0 ≤ χ ≤ 1 we get

∫

Ω

χωnψ = lim
t→0

∫

Ω

χωnϕt
≤ limt→0

∫

Ω

ωnϕt
.
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So
∫

Ω

ωnψ ≤ limt→0

∫

Ω

ωnϕt
=

∫

Ω

ωnϕ,

which completes the proof for smooth functions. Suppose now that ϕ and ψ are
continuous and that they satisfy the extra assumption

(6.3) ddcϕ ≥ (δ − 1)ω, ddcψ ≥ (δ − 1)ω,

for some δ > 0. Then, applying Lemma 6.2, one can find two sequences of ω-psh
functions ϕj and ψj converging uniformly to ϕ and ψ respectively. Given a compact
set K ⊂ Ω we find t > 0 and a positive integer j0 such that K ⊂ Ω(t, j) = {ϕj <
ψj−t} ⊂ Ω for j > j0 and the boundary of Ω(t, j) is smooth (using Sard’s theorem).
Applying the first part of the proof and the convergence theorem we obtain

∫

K

ωnψ ≤ limj→∞

∫

Ω(t,j)

ωnψj
≤ limj→∞

∫

Ω(t,j)

ωnϕj
≤

∫

Ω

ωnϕ.

Exhausting Ω by compact sets we get the desired inequality in this case. It remains
to get rid of the extra assumption. Note that for fixed t ∈ (0, 1) and ω-psh functions
ϕ,ψ the functions tϕ and tψ satisfy (6.3) for some δ > 0. Fix a compact setK ⊂ Ω =
{ϕ < ψ} and consider δ > 0 and t ∈ (0, 1) such that K ⊂ Ω(δ, t) = {ϕ < ψ − δ/t}.
By the above and the convergence theorem we have

∫

K

ωnψ ≤ limt→1

∫

Ω(δ,t)

ωntψ ≤ limt→1

∫

Ω(δ,t)

ωntϕ ≤

∫

Ω

ωnϕ.

Again to complete the proof it is enough to consider an exhaustion sequence of
compact subsets of Ω.

L∞ estimates

Consider a family of functions

F(A, h) = {f ∈ L1(M) : f ≥ 0,

∫

M

fωn = 1,

∫

E

fωn ≤ F (capω(E)) for any Borel set E ⊂M},

where F (x) = Ax
h(x−1/n)

, with A > 0 and admissible h : R+ → [1,∞) (see Chapter

4). By extension, we also call F admissible. Our goal is to prove the existence of
continuous solutions of equation (6.1) for f ∈ F(A, h).We first prove an analogue of
Lemma 4.3 for compact Kähler manifolds. Only the beginning of the proof requires
some modification.

Lemma 6.5. Let ϕ and ψ be ω-psh functions on M with 0 ≤ ψ ≤ C. Assume
that {ϕ − S < ψ} is nonempty. Suppose that for some positive number A and an
admissible function h the following inequality holds

(6.4)

∫

K

ωnϕ ≤ F (capω(K)), with F (x) =
Ax

h(x−1/n)
, A > 0,
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for any compact set K. Then for D < 1 we have

D ≤ κ(a(S +D)),

where
a(s) := capω(U(s)), U(s) := {ϕ− s < ψ},

and

κ(s) = c(n)A1/n(1 + C)[

∫ ∞

s−1/n

x−1h−1/n(x) dx+ h−1/n(s−1/n)].

Proof. Set for s ∈ [S, S +D]

b(s) =

∫

U(s)

ωnϕ.

First we shall prove the inequality

(6.5) tna(s) ≤ b(s+ t+ Ct) for t < 1, 0 < t <
S +D − s

C + 1
.

Indeed, take ρ ∈ PSH(ω) with −1 ≤ ρ ≤ 0 and put V (s) := {ϕ − s − t − Ct <
tρ+ (1− t)ψ}. One easily verifies that U(s) ⊂ V (s) ⊂ U(s+ t+ Ct). We can now
apply the comparison principle (Theorem 6.4) to obtain

tn
∫

U(s)

ωnρ ≤

∫

V (s)

(tωρ + (1− t)ωψ)
n

≤

∫

V (s)

ωnϕ ≤

∫

U(s+t+Ct)

ωnϕ = b(s+ t+ Ct).

Taking supremum over ρ we get (6.5). The rest of the proof goes on exactly the
same way as in the proof of Lemma 4.3.

Corollary. The family of ω-psh functions such that ωnϕ ∈ F(A, h) and maxM ϕ =
0 is uniformly bounded.

Proof. For ω-psh function ϕ we have ∆ωϕ ≥ −n. So, using the representation
of ϕ in terms of the Green function on M (see e.g. [A2]) we get

0 = max
M

ϕ ≤

∫

M

ϕωn + C0,

with C0 depending only onM. Having this L1 estimate we can use Proposition 1.10
coupled with (6.2) to obtain

capω(U(ϕ, j)) ≤ C1/j, U(ϕ, j) := {ϕ < −j},

where C1 does not depend on ϕ. Now we apply Lemma 6.5 with ψ = 0 and S chosen
so that

κ(C1/S) < 1

and conclude that U(ϕ, S+1) must be empty for any ϕ from the family we consider.
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Lemma 6.6. If the sequence ϕj is uniformly bounded and

ωnϕj
= fjω

n,

with ||fj − f ||1 < 2−j−1 then ϕ := (lim supj→∞ ϕj)
∗ solves the equation (6.1).

Proof. Let us introduce some auxiliary functions

ϕkl = max
k≤j≤l

ϕj , ψk = ( lim
l→∞

↑ ϕkl)
∗,

Fkl = min
k≤j≤l

fj , Gk = lim
l→∞

↓ Fkl.

Since, locally, ω is representable by ddcv, where v is a plurisubharmonic function,
one can apply Theorem 1.18 to get

(ω + ddcϕkl)
n ≥ Fklω

n.

Hence, by the convergence theorem

(6.6) Gkω
n ≤ lim

l→∞
(ω + ddcϕkl)

n = (ω + ddcψk)
n.

Note that ϕ = limk→∞ ↓ ψk, so one can apply the convergence theorem once more
to get

(6.7) (ω + ddcψk)
n → ωnϕ.

From the assumptions we have ||f−Gk||L1(M) ≤
1
2k
, soGk → f in L1(M). Therefore

applying (6.6) and (6.7) one obtains

ωnϕ ≥ fωn.

Since the integrals over M of both currents in the above inequality are equal to
∫

M
ωn we finally arrive at

ωnϕ = fωn.

Thus the lemma follows.

We are now in a position to generalize Theorem 6.2.

Theorem 6.7. If h is admissible and 1 ∈ F(A, h), then for any f ∈ F(A, h)
there exists a continuous solution of (6.1). Moreover there exists a(A, h) > 0 such
that any solution of

ωnϕ = f ωn, max
M

ϕ = 0,

with f ∈ F(A, h) satisfies ϕ ≥ −a(A, h).
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Proof. Suppose first that f is bounded. Then one can find fj ∈ C∞(M), 0 <
fj < N,

∫

M
fjω

n = 1 and fj converging in L1 to f. Since 1 ∈ F(A, h) we have
fj ∈ F(NA, h). Applying Yau’s theorem we find ω-psh solutions of

ωnϕj
= fjω

n, max
M

ϕj = 0.

By Corollary to Lemma 6.5 ϕj are uniformly bounded which allows us to use Lemma
6.6 and conclude that ϕ = (lim supϕj)

∗ solves (6.1). For general f construct
fj = tjgj , where gj = min(f, j) and tj > 0 is chosen so that

∫

M
fjω

n = 1. Since

f ∈ L1(M) we have limj→∞ tj = 1 and so for j big enough fj ∈ F(2A, h). Therefore
the ω-psh solutions of

ωnϕj
= fjω

n, max
M

ϕj = 0

are uniformly bounded (see Corollary to Lemma 6.5). Again, Lemma 6.6 says that ϕ
= (lim supϕj)

∗ solves
ωnϕ = fωn.

The uniform bound for sup norms of the solutions follows from the corollary to
Lemma 6.5. The proof is finished.

Define

Lψ(c0) = {f ∈ L1(M) : f ≥ 0,

∫

M

f ωn = 1,

∫

Ω

ψ(f)ωn ≤ c0}.

and recall that in our notation

ψh(t) = |t|(log(1 + |t|))nh(log(1 + |t|)),

for some admissible h. In analogy to Lemma 4.2 we have the following inclusion

Theorem 6.8. For any admissible h, with h(x) ≤ (1+ x)k, k > 0, and c0 > 0
there exists A > 0 such that

Lψh(c0) ⊂ F(A, h).

Proof. Fix f ∈ Lψh(c0) and a compact K ⊂ M. Consider the covering Vs,
the sets Ks and numbers δ,N as in Preliminaries of this chapter. We can assume
that

∫

Ks
f ωn ≤

∫

K1

f ωn. The following chain of inequalities is obtained by using

the properties of h, Lemma 4.2 and (6.1).

∫

K

f ωn ≤
N
∑

s=1

∫

Ks

f ωn ≤ N

∫

K1

f ωn

≤ A0F (cap(K1, V1)) ≤ AF (capω(K)),

where F (x) = Ax
h(x−1/n)

. The proof is complete.

Combining the last two results one obtains the following corollary.

Corollary 6.9. For admissible h and f ∈ Lψh(c0) we can solve

ωnϕ = f ωn, −C ≤ ϕ ≤ 0,

where C depends on h and c0.
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Uniqueness and stability of the solutions

The uniqueness (up to an additive constant) of solutions of the Monge-Ampère
equation on compact Kaähler manifolds has been proved by Calabi [C] in the case
of smooth data. The result holds for data belonging to F(A, h). It follows from a
stability estimate which we are now about to prove. Let us fix F(A, h) for some
admissible h. From Theorem 6.7 it follows that there exists a constant denoted by
a(A, h) such that for any f ∈ F(A, h) the ω-psh solution ϕ of

ωnϕ = fωn, max
M

ϕ = 0,

satisfies ϕ ≥ −a(A, h). We shall denote by κA,h the function κ from Lemma 6.5
with C = a(3A, h). So

κA,h(s) = c(n)A1/n(1 + a(3A, h))[

∫ ∞

s−1/n

x−1h−1/n(x) dx+ h−1/n(s−1/n)].

We shall need an estimate similar to the one given in Theorem 4.4.

Lemma 6.10. Let ϕ and ψ be ω-psh functions on M with 0 ≤ ϕ ≤ C − 1 and
let

ωnψ = gωn.

Then

capω({ψ + 2s < ϕ}) ≤ Cns−n
∫

{ψ+s<ϕ}

gωn.

Proof. Denote

Ej(s) = {ψ + s < ϕ} and aj := capω(Ej(2s)).

Take ρ ∈ PSH(ω) with −1 ≤ ρ ≤ 0 and set V := {ψ < s
C ρ+ (1− s

C )ϕ− s}. Then

Ej(2s) ⊂ V ⊂ Ej(s).

By the comparison principle for s < C we have

sn

Cn

∫

Ej(2s)

ωnρ ≤

∫

V

(
s

C
ωρ + (1−

s

C
)ωϕ)

n

≤

∫

V

ωnϕj
≤

∫

Ej(s)

gωn.

Taking supremum over ρ one gets

sn

Cn
aj ≤

∫

Ej(s)

gωn.

The proof is finished.
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Theorem 6.11. Let us consider two functions f and g belonging to F(A, h)
for some admissible h with 1 ∈ F(A, h) and the corresponding solutions of

ωnϕ = fωn, ωnψ = gωn,

normalized by
max
M

(ϕ− ψ) = max
M

(ψ − ϕ).

Set q = q(n) = ( 32 )
1/n and define an increasing function on R+ by

γ(t) =
(2a(3A, h))n

(a(3A, h) + 1)n
q − 1

3
κ−1
A,h(t)

(where κ−1
A,h(t) denotes the inverse of κA,h(t)). Then the inequality

||f − g||1 ≤ γ(t)tn+3

implies
||ϕ− ψ||∞ ≤ (4a(3A, h) + 2)t

for t < t0 with t0 > 0 depending on γ.

Proof. Put a = a(3A, h). One can assume that

(6.8)

∫

{ψ<ϕ}

(f + g)ωn ≤ 1

since otherwise we may interchange the roles of ϕ and ψ. Since limt→0 γ(t) = 0 one
can fix t0 < (q − 1)/2 and such that γ(t0)t

n+3
0 < 1/3. From now on we shall work

with fixed t < t0. Denote by Ek the set {ψ < ϕ− kat} and put

C0 =

∫

E2

gωn.

Then by (6.8) and the assumptions

(6.9)

∫

E0

gωn =
1

2

∫

E0

[(f + g) + (g − f)]ωn

≤
1

2
(1 + γ(t0)t

n+3
0 ) ≤

2

3
.

Define ω-psh function ρ as the solution of

ωnρ = g1ω
n, max

M
ρ = 0,

where g1 = (3/2)g on E0 and g1 is equal to a constant c0 ≥ 0 elsewhere, with c0
chosen so that

∫

M
g1ω

n = 1. (Observe that (6.9) implies c0 ≥ 0.) Since

∫

E

g1ω
n ≤

∫

E

[(3/2)g + 1]ωn
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and 1 ∈ F(A, h) the solution ρ belongs to F(3A, h) and so

ρ ≥ −a.

Adding the same constant to ϕ and ψ (which does not influence neither the hy-
pothesis nor the assertion) one can assume that

−a ≤ ϕ ≤ 0.

The last two inequalities entail

E2 ⊂ E := {ψ < (1− t)ϕ+ tρ− at} ⊂ E0.

Let us denote by G the set {f < (1 − t2)g}. From Lemma 6.3 we know that for
k ≤ n the following inequalities hold on E0 \G :

ωkϕ ∧ ωn−kρ ≥ qn−k(1− t2)k/ngωn.

Therefore on E0 \G

(6.10)

ωntρ+(1−t)ϕ =

n
∑

k=0

(

n

k

)

(1− t)ktn−kωkϕ ∧ ωn−kρ

≥ [(1− t)(1− t2)1/n + qt]ngωn ≥ [(1− t)(1− t2) + qt]ngωn

≥ [1 + t(q − 1)− t2]gωn ≥ [1 +
t

2
(q − 1)]gωn,

where the last inequality follows from t < t0 < (q − 1)/2.
By the assumptions we have

t2
∫

G

gωn ≤

∫

G

(g − f)ωn ≤ γ(t)tn+3.

Hence

(6.11)

∫

G

gωn ≤ γ(t)tn+1.

The following chain of inequalities is obtained by applying, in turn, formula (6.10),
the comparison principle, and formula (6.11):

(6.12)

[1 +
t

2
(q − 1)]

∫

E\G

gωn ≤

∫

E

ωntρ+(1−t)ϕ ≤

∫

E

gωn

≤

∫

E\G

gωn + γ(t)tn+1.

We infer from (6.12) that

q − 1

2

∫

E\G

gωn ≤ γ(t)tn.
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Therefore

q − 1

2
(C0 − γ(t)tn+1) ≤

q − 1

2
(

∫

E2

gωn −

∫

G

gωn) ≤ γ(t)tn,

and further

C0 ≤ (t+
2

q − 1
)γ(t)tn ≤

3

q − 1
γ(t)tn.

We also have from Lemma 6.10

capω(E4) ≤
(a+ 1)n

(2at)n

∫

E2

gωn.

So coupling the last two estimates one obtains

capω(E4) ≤ (2ta)−n(a+ 1)nC0 ≤ (a+ 1)n(2a)−n
3

q − 1
γ(t)

≤ (a+ 1)n(2a)−n
3

q − 1
γ(t).

Suppose E′ = {ψ < ϕ− (4a+2)t} were nonempty. Then by Lemma 6.5, the above
estimate and the definition of γ we would have

2t ≤ κF (capω(E4)) ≤ κF ((a+ 1)n(2a)−n
3

q − 1
γ(t)) = t,

which is a contradiction. Therefore E′ is empty which translates into the desired
estimate

max(ψ − ϕ) = max(ϕ− ψ) ≤ (4a+ 2)t.

The proof is completed.

It follows from Theorem 6.11 that for f ∈ F(A, h) with admissible h the solution
of (6.1), normalized by maxM ϕ = 0, is unique.

Corollary. If ϕ1 and ϕ2 solve

ωnϕ1
= fωn = ωnϕ2

with f ∈ F(A, h) for some admissible h then ϕ1 − ϕ2 = const.

Example. We shall make the estimate from Theorem 6.11 more explicit for
h(x) = xn. Then ψh(t) = |t| log2n(1 + |t|). The function κA,h is easy to compute:

κA,h(t) = const.(At)1/n

and so γ(t) = Ctn with C depending on A. Therefore, by Theorem 6.11, suitably
normalized ω-psh solutions of the equations

ωnϕ = fωn, ωnψ = gωn

for f, g ∈ Lψh(c0) satisfy

||ϕ− ψ||∞ ≤ c||f − g||
1/(2n+3)
1 ,

with c depending on c0.

Notes. The results are taken from [KO3] and [KO6].
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Birkhäuser Verlag, Basel, 2000.
[TS] M. Tsuji, Potential Theory in Modern Function Theory, Maruzen, Tokyo, 1959.
[X] Y. Xing, Continuity of the complex Monge-Ampère operator, Proceed. of Amer. Math.

Soc. 124 (1996), 457–467.
[Y] S.-T. Yau, On the Ricci curvature of a compact Kähler manifold and the complex Monge-

Ampère equation, Comm. Pure and Appl. Math. 31 (1978), 339–411.
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